The stress shadow problem in physics-based aftershock forecasting: Does incorporation of secondary stress changes help?
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Abstract Main shocks are calculated to cast stress shadows across broad areas where aftershocks occur. Thus, a key problem with stress-based operational forecasts is that they can badly underestimate aftershock occurrence in the shadows. We examine the performance of two physics-based earthquake forecast models (Coulomb rate/state (CRS)) based on Coulomb stress changes and a rate-and-state friction law for their predictive power on the 1989 $M_w = 6.9$ Loma Prieta aftershock sequence. The CRS-1 model considers the stress perturbations associated with the main shock rupture only, whereas CRS-2 uses an updated stress field with stresses imparted by $M \geq 3.5$ aftershocks. Including secondary triggering effects slightly improves predictability, but physics-based models still underestimate aftershock rates in locations of initial negative stress changes. Furthermore, CRS-2 does not explain aftershock occurrence where secondary stress changes enhance the initial stress shadow. Predicting earthquake occurrence in calculated stress shadow zones remains a challenge for stress-based forecasts, and additional triggering mechanisms must be invoked.

1. Introduction

Operational aftershock forecasting is usually based either on statistics derived from our empirical knowledge of the system [Ogata, 1998] or on physical models that anticipate seismicity by invoking rate-and-state friction laws combined with static stress change calculations [e.g., Stein, 1999; Toda et al., 2005]. Researchers have not reached consensus on static stress change effects, suggesting, for example, that there is a strong spatial correlation between stress shadows and seismicity rate reduction [Toda et al., 2012], a total absence of stress shadows [Felzer and Brodsky, 2005], or alteration of primary focal mechanisms [Mallman and Parsons, 2008]. Usually correlation between static stress increases and major historic earthquakes [Stein, 1999] and/or aftershocks considers just the main shock perturbation and long-term aftershock occurrence [e.g., Toda and Stein, 2003]. In the near-source region it is difficult to identify aftershocks triggered by static or dynamic stress changes because both are expected to increase seismicity rates [Freed, 2005; Hill and Prejean, 2007]. Felzer and Brodsky [2005] find distinct distance decay related to dynamically triggered aftershocks from earthquake sources with $M_2 > 6$ [Richards-Dinger et al., 2010]. More recently, Parsons et al. [2012] found that microseismicity patterns within aftershock sequences cannot be fully explained by main shock static stress changes, since they are partly caused from secondary triggering. Marsan [2005] suggested that, at large scale, an aftershock distribution is constrained by the early stress release and clustering inside stress increased regions, which does not evolve much through the sequence.

In this study we investigate whether continuous updating of the stress field by perturbations caused from smaller magnitude aftershocks ($M \geq 3.5$) improves the predictive power of forecast models based on a rate/state friction law and static stress changes. We compare the predictive power of two Coulomb rate/state (CRS) forecast models, the CRS-1 model, which considers the stress perturbations associated with the main shock rupture only, and the CRS-2 model, which corresponds to a time evolving stress field incorporating stresses imparted by aftershocks within three clusters near the epicentral region of 1989 Loma Prieta $M_w = 6.9$ in Northern California. We then compare the number of forecasted events with $M \geq 1.6$ from both implementations with observations. Finally, we discuss how our results contribute in the development of future operational forecasting efforts and understanding earthquake triggering processes.

2. Data and Methods

There are two main characteristics that make the Loma Prieta aftershock sequence a compelling case study for secondary triggering studies: (1) aftershock clusters that initiated within the first 24–30 h after the main
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shock and that persisted for about 2 years, and (2) the absence of aftershocks on parts of the Loma Prieta rupture plane that slipped during the main shock, as seen in other California main shocks [Mendoza and Hartzell, 1988]. We select three aftershock clusters (labeled A, B, and C in Figure 1, panel A) that occurred in calculated stress shadows for studying secondary triggering effects.

In our Coulomb/rate-state (CRS) model framework, the seismicity rate $R$ is a function of a state variable $\gamma$ that evolves in time under a shear-stressing rate according to the Dieterich [1994] equations (see Appendix S1 in the supporting information). We include effects from nine $M \geq 5.0$ Northern California ruptures that occurred between 1980 and 1989 into the state variable $(\gamma_{n} - 1)$ calculation (see Table S1). Aftershock locations are taken from the high precision relocated catalog of Waldhauser and Schaff [2008], with uncertainties in the horizontal and vertical direction of approximately 1 km and 2 km, respectively.

The main components of the CRS model implementation are (1) 3-D static stress change calculations with target depth sampled every 0.4 km, (2) rate-state constitutive parameters, stressing rate $\dot{i}$, and the term $\text{Ao}$ (where $A$ is a constant, and $\sigma$ is a normal stress), and (3) a reference seismicity rate ($M \geq 1.6$) from the period 1974–1980 (Advanced National Seismic Network (ANSS) catalog). We assume uniform reference rates because there is limited information and sparse seismicity in the epicentral area of Loma Prieta main shock before 1980. However, we note that the selection of the background seismicity model is important in physics-based forecasting as in Northern California [Segou et al., 2013] and in other locations [Hainzl et al., 2010]. We calculate the mean Coulomb stress change using all available main shock source models at 3-D points for varying coefficients of friction (0.2 $\leq \mu$ $\leq$ 0.8) and the 95% confidence interval. We note that stressing rate $\dot{i}$ and the Ao term are related through $\dot{i} = \text{Ao}/t_s$ [Dieterich, 1994], where $t_s$ is the aftershock duration. In this implementation we choose to fix the stressing rate for the San Andreas Fault Peninsula segment based on Parsons [2002] and vary the term Ao from 0.2 to 2 bars with a 0.2 bar sampling interval. Although previous studies for California suggest a good fit for $\text{Ao} = 0.5$ [Toda et al., 2005; Segou et al., 2013], we use 10 different values here to assess sensitivity of this parameter on forecast aftershock rates [e.g., Hainzl et al., 2010].

We use five Loma Prieta source models [Lisowski et al., 1990; Beroza, 1991; Marshall et al., 1991; Steidl et al., 1991; Wald, 1991] for calculating main shock static stress changes (Figure 1, panel A) because our aftershock clusters lie within $\sim$10 km of the rupture plane, and calculations at these locations might be sensitive to small differences in the source slip distributions [Simpson and Reasenberg, 1994; Steacy et al., 2004]. We calculate stress changes on specific planes, based on pre–main shock predominant geology features [McLaughlin et al., 1972; Clark, 1981; Aydin and Page, 1984; Segou et al., 2013], at varying target depths with spatial resolution in both vertical and horizontal direction 2 km. The predominant geology grid receiver planes are represented by (1) vertical dextral strike slip (strike: N40°W, rake: 180°) for target depths less than 10 km, corresponding to the Santa Cruz Mountains section of the San Andreas Fault, (2) dextral reverse oblique planes (rake 135°) trending N57°W dipping 60°SW that represent the Zayante-Vergeles fault zone, and that mark the merge of the thrust component of the Santa Cruz Mountains section of the San Andreas Fault zone for target depths greater than 10 km. The above interpretation is for the central part of the Loma Prieta rupture, and is based on the Loma Prieta aftershock interpretation of Dietz and Ellsworth [1990, 1997]. They find that although there is a diversity of focal mechanisms within the aftershock sequence [see also Beroza and Zoback, 1993; Kilb et al., 1997], strike slip faulting dominates the upper 10 km, whereas dextral reverse faulting similar to the main shock mechanism occurs between 10 and 18 km.

![Figure 1](image-url). Panel (A) Coulomb stress changes following Loma Prieta $M_w = 6.9$ main shock resolved for target depths (A–E) $z = 14$ and (a–e) $z = 6$ km using the source models of [A-a] Beroza [1991], [B-b] Lisowski et al. [1990], [C-c] Marshall et al. [1991], [D-d] Wald [1991], and (E-e) Steidl et al. [1991] for friction coefficient $\mu = 0.4$. Aftershocks are taken from the relocated catalog of Waldhauser and Schaff [2008]; early aftershocks (first day) corresponding to warm colors going to colder ones for longer time intervals (>1 year). The (A–C) aftershock clusters under analysis are identified. Both CRS models are based on a 3-D static stress change calculation sampling target depth interval 2 km taking into consideration varying friction coefficients (0.2 $\leq \mu$ $\leq$ 0.8). Panel (B) Map view of the probability that a location is under stress decrease (PDCFF) following Loma Prieta $M_w = 6.9$ main shock (denoted as star) at specific target depths overlaid with the events with $M \geq 3.5$ within each depth range. For calculating this statistic we have considered different slip models and varying coefficient of friction (0.2 $\leq \mu$ $\leq$ 0.8). We identify the events within each cluster and we present in Table S2 the probability that a specific event location is under stress decrease following the main shock. We observe that the triggering potential of the aftershocks to counteract stress shadow following the main shock; therefore, presenting an improved forecast in CRS-2 implementation, the triggering potential of an earthquake is linked with the severity of the initial stress decrease and from the magnitude of the positive stress changes.
We assess parameter sensitivity in Coulomb stress modeling by varying friction coefficients (0.2 ≤ μ ≤ 0.8) for each main shock model at each target depth. However, there would be too little time immediately after a main shock to develop complex source models, so a uniform slip model like that of Lisowski et al. [1990] (see Figure 1, panel A, b), perhaps with stochastic variations, would be more realistic on operational time scales. For each target depth we map the Spatial Cumulative Density Function (SpatialCDF) that answers the question, What is the probability that a specific location is subject to a stress decrease (DCFF < 0) following the Loma Prieta mainshock? We then focus on the clusters with high probability to be under an initial stress shadow. In Figure 1 (panel A) we present example estimated Coulomb stress changes for target depths z = 14 and z = 6 km, and for friction coefficient μ = 0.4. In Figure 1 (panel B), we present the SpatialCDF in map view for selected target depths; events within clusters A and C have ~70% and ~80% probability of being under a stress shadow, respectively, whereas for cluster B four out of nine events have probability >50% to be under stress shadow, and they occurred early in the cluster evolution.

We use uniform slip models to calculate secondary stress changes from the smaller magnitude events within our clusters. We estimate slip after Hanks and Kanamori [1979] assuming that the moment magnitude equals the local magnitude, the stress drop (Δσ) equals 3 MPa [Dietz and Ellsworth, 1997], and a shear modulus of 3 × 10^11 dyn/cm^2. Source areas are found with the scaling relation of Wells and Coppersmith [1994] for the specific fault rake. We would like to note that stress sources are treated differently from receiver faults in this study. Analytically, both possible focal planes are taken into consideration as possible sources for each event within the CRS-2 model implementation, but we use fixed receiver planes based on our best knowledge of the predominant geology, described in detail at an earlier paragraph of this section, in order to resolve stress changes. We do not expect critical stress perturbations from similar magnitude aftershocks at distances greater than 10 km outside the studied clusters.

In Table S2 we present the seismic parameters and focal mechanisms of the events within each cluster, and in Figure S1 we show cluster cross sections, modified from Dietz and Ellsworth [1997], with the available focal mechanisms. Not all focal mechanisms are possible to estimate; in these cases we assign focal mechanisms based on their vicinity with another event within the same cluster.

A cautionary note is in order since there are sources of uncertainty such as the availability of a high-accuracy source model, the focal mechanisms of small magnitude events and short-term incompleteness issues for low magnitude thresholds that although critical to any operational forecast effort, they are not even currently within network capabilities.

Before drawing our final conclusions we test whether it is possible to explain the spatial distribution of aftershocks within the stress shadows of the main shock, if we consider afterslip as the driving mechanism. In order to address this matter we estimated the static stress changes from two sources of postseismic deformation cited in relevant literature. According to Bürgmann et al. [1997], the main features of postseismic deformation suggest aseismic oblique-reverse on the updip of the Loma Prieta rupture (0–8 km) and thrusting along the Foothills thrust. Especially for the Foothills Thrust, we modeled afterslip between 5 and 7 km depth, where coseismic positive stress changes were estimated [Parsons et al., 1999]. We considered that “reverse slip on the Foothills thrust decays from 45 ± 12 mm/yr immediately after the earthquake to zero by 1992” and that “right-lateral slip on the Loma Prieta rupture surface decays monotonically from 30 ± 10 mm/yr to zero by 1994” [Segall et al., 2000]. We assumed the full-observed postseismic deformation within the first year following the main shock for both cases for modeling afterslip. We find that the event locations in clusters A, B, and C receive stress changes ranging from −0.240 to 0.030, −2.72 to −0.33, −0.0291 to 0.0083 bar and −0.022 to 0.034, −0.0576 to −0.04, −0.0135 to −0.0130 bar from the two aforementioned afterslip sources, respectively. Therefore, we support at this point that the magnitude of the stress changes due to afterslip cannot explain aftershock occurrence inside the stress shadow of the main shock.

3. Results

We present our results in Figure 2 in terms of predicted and observed number of aftershocks with M ≥ 1.6 between the occurrences of M ≥ 3.5 sources within each cluster. We compare results derived from the CRS-1 model (stress changes associated with the main rupture only) and the CRS-2 model (updated stress field with stress perturbations imparted by M ≥ 3.5 aftershocks). Our goal is to evaluate the relative and absolute...
predictive power of physics-based models, focusing on whether the inclusion of stress changes from small magnitude aftershocks represents an improvement.

For cluster A, we consider stress perturbations from nine additional events in the CRS-2 implementation, with an average distance between successive events of 2.16 km. The elapsed time after the Loma Prieta main shock spans from 4 min to 560 days. We find that CRS-1 and CRS-2 forecasts do not significantly differ, and that both models tend to underestimate observed seismicity (Figure 2a). This is partly due to very low reference rates in the epicentral area of Loma Prieta for more than a decade before the main shock (Dietz and Ellsworth, 1997; Harris, 1989). The ratio of the difference in forecast events between CRS-1 and CRS-2 models is normalized by the number of events of the CRS-1 model. We observe that CRS-2 model presents little difference, up to 3%, compared with CRS-1 model supporting that the static stress changes from small magnitude events do not play an important role in local stress redistribution. The errors bars represent estimated errors due to the fault constitutive parameters $A_0$, which varies between 0.1 and 2 bars in our implementation, fault plane consideration, and varying coefficients of friction ($0.2 \leq \mu \leq 0.8$).

Figure 2. (a, c, e) Observed (triangles) and forecasted number of events with $M_{\geq} 1.6$ plotted between the occurrences of $M \geq 3.5$ sources within each cluster for CRS-1 model (black error bars) that accounts only for the stress changes following $M_{w} = 6.9$ Loma Prieta (denoted as star in Figure 1, panel A) and CRS-2 model (grey error bars), taking into consideration the updated stress field from aftershocks with $M \geq 3.5$. Green and red error bars for clusters A and B correspond to forecasts that pass or not, respectively, the $N$ test (Schorlemmer et al., 2007). We note that all forecasts in cluster C do not pass the $N$ test. (b, d, f) Ratio of the difference of number of forecasted events (CRS2-CRS1) normalized by the number of events of the CRS-1 model. We observe that CRS-2 model presents little difference, up to 3%, compared with CRS-1 model supporting that the static stress changes from small magnitude events do not play an important role in local stress redistribution. The errors bars represent estimated errors due to the fault constitutive parameters $A_0$, which varies between 0.1 and 2 bars in our implementation, fault plane consideration, and varying coefficients of friction ($0.2 \leq \mu \leq 0.8$).
In cluster B, we accounted for stress changes caused by nine events (CRS-2 implementation) that occurred less than 1 day after the main shock and with an average distance between successive events of ~1.2 km. Cluster B lies within ~10 km average distance from the main shock epicenter along strike, and the considered events express slip on mainly right-lateral vertical planes at depths < 10 km and also oblique-reverse sense of motion at depths > 10 km. We find that both forecast models, CRS-1 and CRS-2, underestimate the observed number of events, and that both models give similar results (Figure 2c). Consideration of secondary stresses leads to a 3% increase of the number of predicted events, a similar result as was found for cluster A (Figure 2d).

Cluster C includes events that occurred within 2 days after the Loma Prieta main shock, with an average distance between successive events of 0.91 km. This cluster is the most distant from the rupture plane at approximately 12 km. Focal mechanisms suggest a subvertical plane trending N170°E, which is also delineated by the aftershock epicenters. Consideration of secondary stresses again leads to only a 1% increase of the number of predicted events corresponding to the effect of events ID 59 and 60 (Figures 2e–2f).

We assess the consistency of our forecasts in each cluster using the modified N test, through the statistical metrics $\delta_1$ and $\delta_2$, (see Appendixes S2-1 and S2-2, respectively) defined in Zechar et al. [2010]. During the implementation of this test we have considered the mean forecasted rates of events with $M \geq 1.6$. We find that CRS-1 forecasts are rejected (see “red” error bars in Figure 2) due to underestimation ($\delta_1 \neq 0$) for all the time intervals of our forecast that Nobs $\neq 0$.

In order to further understand why the CRS-2 model did not sufficiently improve our predictability, we study the time series of cumulative Coulomb stress changes for locations within each cluster where we observe clustered target seismicity that lies in the vicinity of a single event within each cluster. Our aim is to study whether the negative static stress changes following the main shock could be lifted during the cluster evolution from the secondary stress changes. Alternatively stated, we test whether small magnitude events have an important role in the redistribution of stress at a local level. We first focus on two locations within cluster A at the vicinity of events ID 85 and 65. We observe in Figure S2-a1 that the positive stress changes of events ID 4, 69, 80, 85, and 114 were not sufficient to counter the strong stress shadow (~35 bars) whereas in Figure S2-a2 we calculate that secondary static stress changes enhance the initial negative stress change. Similar findings (Figures S2b1–2 and S2c) suggest that the small magnitude of secondary stress changes cannot counteract the static stress changes of the main shock, and in some cases aftershocks continue to occur at locations further inhibited. Woessner et al. [2011] also concluded that including aftershock stress changes does not improve the predictability of CRS models, even though they incorporated $M \geq 4.5$ events in their analysis. According to Meier et al. [2014] recent findings, only one fifth of the 15% of the aftershocks located in the stress shadow of Landers main shock could be explained by static stress triggering, leading the authors to support that “these aftershocks require a different triggering mechanism.”

4. Conclusions

Consideration of an updated stress field that uses static stress perturbations of smaller magnitude ($M \geq 3.5$) aftershocks provides negligible improvement (1%–3%) in the predictive power of physics-based forecast models and still cannot explain aftershock clustering within stress-shadowed locations at the near-source region. In the case of the Loma Prieta rupture, where specific aftershock clusters remained active through the entire sequence, we find that secondary static stress changes cannot counteract the initial stress shadow, resulting in continued underestimation of the seismicity rates. This underestimation is further enhanced by the low reference rates observed in the epicentral area of Loma Prieta before 1980. Forecasting aftershock occurrence at near-source areas with negative coseismic stress changes and low reference seismicity rates is clear limitations of stress-based forecasts.

Accounting for secondary triggering effects may become more important with distance away from the rupture plane, since at the near field, positive stress changes from aftershocks cannot counteract the very strong initial stress shadow cast by the main shock. Spatially random aftershock distributions in the near-source region could be revealing dynamic triggering, especially in the stress shadow zone. Judging from their locations along the rupture plane, they may represent low-strength sites close to failure.
Optimizing operational physics-based forecast models (CRS) by including perturbations from early aftershocks is similar to including smaller magnitude secondary events in an epidemic-type aftershock sequence (ETAS) model [Ogata, 1998]. We should note, however, that the improvements do not share the same spatial component in both cases because ETAS results imply an isotropic rate increase that depends on the distance decay parametrization, whereas CRS modeling reflects the characteristic pattern of stress change increase/decrease lobes. In both cases, the potential spatial extent of the improved forecast is expected to be only a few kilometers, which leads to the conclusion that if we include secondary triggering effects in a given forecast model, then ETAS modeling is more forgiving of location uncertainty because it does not forecast rate decreases. A common requirement for improving both statistical and physics-based forecasters is the need for small magnitude aftershock locations with high accuracy, which are usually underdetected, especially in the near-source region during the first hours after a main shock.

We observe that aftershocks continue to occur in locations where secondary stress changes enhance the initial stress shadow. The above statement in addition with the persistent underprediction by the CRS models, even those that account for secondary triggering effects, points to additional physical processes beyond static stress triggering that cause aftershocks in the near field.
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