Assessment of source probabilities for potential tsunamis affecting the U.S. Atlantic coast
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ABSTRACT

Estimating the likelihood of tsunamis occurring along the U.S. Atlantic coast critically depends on knowledge of tsunami source probability. We review available information on both earthquake and landslide probabilities from potential sources that could generate local and transoceanic tsunamis. Estimating source probability includes defining both size and recurrence distributions for earthquakes and landslides. For the former distribution, source sizes are often distributed according to a truncated or tapered power–law relationship. For the latter distribution, sources are often assumed to occur in time according to a Poisson process, simplifying the way tsunami probabilities from individual sources can be aggregated. For the U.S. Atlantic coast, earthquake tsunami sources primarily occur at transoceanic distances along plate boundary faults. Probabilities for these sources are constrained from previous statistical studies of global seismicity for similar plate boundary types. In contrast, there is presently little information constraining landslide probabilities that may generate local tsunamis. Though there is significant uncertainty in tsunami source probabilities for the Atlantic, results from this study yield a comparative analysis of tsunami source recurrence rates that can form the basis for future probabilistic analyses.

1. Introduction

A probabilistic approach is the best method to fully assess the hazard posed by tsunamis for a wide range of sizes. Tsunami probability is calculated from the distribution of earthquake or landslide sizes and the recurrence distribution of events in time. For coastal locations that have a long record of tsunamis, the size distribution is best described as a power–law (Burroughs and Tebbens, 2005), similar to the distribution of many other natural hazards such as earthquakes, landslides, and forest fires (e.g., Hergarten, 2002). In oceans such as the Pacific, tsunamigenic earthquakes from many different subduction zones influence tsunami probability at any given location because of the slowly-attenuating nature of tsunamis during propagation over long distances. In the Atlantic Ocean, however, the number of tsunami source zones is much more limited. As such, it is unclear whether the size distribution and recurrence distribution of tsunamis along the U.S. Atlantic coast is similar in functional form to sites around the Pacific.

Because tsunami records along the Atlantic coast are sparse in both space and time, empirical approaches to define tsunami probabilities from, for example, tsunami catalogs are of limited use. In this study, we first describe the general framework for a computational approach to Probabilistic Tsunami Hazard Analysis (PTHA). We then focus on different approaches for determining source probabilities for both landslides and earthquakes and for both locally-generated and transoceanic tsunamis. Like tsunamis themselves, source probabilities are described by size and recurrence distributions. The applicable size parameter in this case is the primary source parameter for generating tsunamis. For earthquakes, this parameter is seismic moment \( M_w \), where moment magnitude \( M_w \) is given by \( M_w = (2/3) \log (m) - 9.05 \), with secondary influence on tsunami generation from earthquake source depth and focal mechanism (e.g., Ward, 1980; Okal, 1988). For landslides, the primary source parameter is volume \( V \), although landslide thickness (which may not scale with volume), landslide speed, and submergence depth also significantly affects tsunami generation (e.g., Harbitz, 1992; Lynett and Liu, 2002; Murty, 2003; Fritz et al., 2004; Grilli and Watts, 2005; Liu et al., 2005; Løvholt et al., 2005; Fritz, 2006; Geist et al., 2009-this issue). Secondary parameters such as these can be determined from mobility analysis (e.g., Locat et al., 2009-this issue) or scaling relations, with their attendant uncertainty included directly into probabilistic calculations. In terms of the recurrence distribution, a common assumption is that the recurrence rate is independent of time and that inter-event times are uncorrelated because source zones are physically uncorrelated. In statistical terms, this is the temporal description of a Poisson process. In addition to assessing the size distribution for tsunami sources, we briefly review evidence to determine whether earthquakes and landslides behave as a Poisson process.
Fig. 1. Schematic diagram of how tsunami probabilities is aggregated for a particular coastal location. Two types of sources (earthquakes and landslides: index \( i = 1, 2 \), respectively) are indicated. Each source is associated with a particular zonation scheme (index \( j \)). For landslides in this example, zonation is geographic, whereas for earthquakes the zonation is according to plate boundary type and location.
2. General framework of Probabilistic Tsunami Hazard Analysis (PTHA)

Probabilistic Tsunami Hazard Analysis (PTHA) (Geist and Parsons, 2006; Geist et al., 2009) is directly derived from probabilistic seismic hazard analysis (PSHA) (Senior Seismic Hazard Analysis Committee (SSHAC), 1997) with some significant modifications. Like PSHA, there are essentially three steps involved: (1) define the source parameters, including source probabilities for all relevant tsunami sources; (2) calculate wave heights and other hydrodynamic parameters for each source; and (3) aggregate the results to determine the tsunami hazard curve for a particular coastal site or the probabilistic inundation map for a particular coastal region. The source parameters specified in step (1) are those that directly relate to the volume of water displaced during a submarine earthquake or landslide. These include primary geologic parameters such as the moment magnitude \( M_w \) of the earthquake or volume \( V \) of the landslide, as well as secondary source parameters such as landslide thickness and speed and the water depth above the source. Unlike PSHA, sources at much larger distances are considered for PTHA, because of the slowly-attenuating propagation characteristics of tsunami waves. As a notable example of the far-traveled nature of tsunamis, the 9.2 2004 Sumatra-Andaman earthquake along the Sunda subduction zone in the Indian Ocean resulted in small tsunami amplitudes recorded along the U.S. Atlantic coast (Titov et al., 2005).

Step (2) in PTHA can be implemented using numerical models and the known bathymetry of the world’s ocean. For PSHA, in contrast, step (2) linking the source and site is often implemented using empirical and stochastic attenuation relationships (and their attendant uncertainty). Because the horizontal dimensions of seafloor deformation near the tsunami source are typically much greater than the water depth, tsunami propagation is modeled using the shallow-water or long-wave equations (Liu, 2009). For landslide tsunamis, however, high-order hydrodynamic equations that incorporate dispersion and non-linearity are often necessary (Lynett and Liu, 2002). These equations can be implemented using finite-difference or finite-element methods and accurately simulate many aspects of wave propagation, such as focusing, dispersion, shoaling amplification, etc. As tsunami waves approach shore and inundate coastal regions, the hydrodynamics become considerably more complex (Imamura, 2009; Yeh, 2009). Inundation models need to account for non-linearity in wave propagation, bottom friction, turbulence, and other site specific factors. The size of a tsunami at a particular coastal location can be measured by the amplitude (amp) of the offshore wave (determined from propagation models) or more accurately, by runup \( R \), which is the water level height above ambient sea level at the point of farthest onshore inundation (determined from inundation models).

To calculate the probability that a tsunami with runup greater than a specified minimum value \( R_0 \) will occur at a coastal location for an exposure time \( T \) (step 3 in PTHA), it is first necessary to know the distribution of recurrence times. Most often, an exponential distribution that is associated with a Poisson process is assumed such that

\[
P(R > R_0, T) = 1 - e^{-\lambda T},
\]

where \( P \) is the probability that one or more tsunamis with \( R > R_0 \) will occur in time \( T \), and \( \lambda \) is the rate at which these tsunamis occur. To test whether or not tsunamis are best described by a Poisson process, Geist and Parsons (2008) examine the distribution of inter-event times from the National Geophysical Data Center (NGDC) global tsunami catalog (http://www.ngdc.noaa.gov/hazard/tsu_db.shtml). Results indicate that the observed distribution deviates from what is expected for a Poisson process at short recurrence times, indicative of a temporal clustering effect that is also observed for earthquake inter-event times (Corral, 2004). Therefore, the hazard rate increases slightly immediately after an event, but is otherwise that of a Poisson process.

The equation to calculate the Poisson rate \( \lambda \) at which tsunamis will exceed a certain runup \( R_0 \) at a coastal location from all relevant sources is

\[
\lambda(R > R_0) = \sum_{\text{type}} \sum_{\text{zone}} \nu_i \left( P(R > R_0 | \psi_i) f(\psi_i) \right) d\psi_i.
\]

where the index \( i \) refers to the type of tsunami source (e.g., \( i = 1 \) for earthquakes, \( i = 2 \) for landslides, etc.), and \( J \) identifies the zone in which that source occurs (according to some particular zonation scheme), \( \nu_i \) the mean rate for each source \( (i) \) where \( R > R_0, \psi_i \) is the tsunami source parameters for source \( (i) \) (Ward, 2001), \( f(\psi_i) \) is the probability distribution for tsunami source parameters, and \( P(R > R_0 | \psi_i) \) is the probability that runup will exceed \( R_0 \) at the coastal location for a given source parameter or set of source parameters (Geist et al., 2009). The propagation distance and other propagation factors such as ray path are implicitly included in the term \( P(R > R_0 | \psi_i) \) since this term is computed by numerical propagation models (step 2). In the absence of any uncertainty, this term is simply \( 1 - e^{-H} \) for a given set of source parameters, where \( H \) is the Heaviside step function. For earthquakes, the primary source parameter is seismic moment \( m \) such that \( f(\psi_i) \) is the size distribution \( f(m_i) \), whereas for landslides it is volume \( V \) such that \( f(\psi_i) = f(V_i) \). Other source parameters can be included in the probabilistic analysis through the \( f(\psi_i) \) term, although size (i.e., seismic moment or volume) distributions are best constrained by the available data. Secondary parameters such as slip distribution (earthquakes) and landslide time history can alternatively be included as sources of uncertainty in the \( P(R > R_0 | \psi_i) \) term (Geist et al., 2009) as described below. This method can be expanded from just examining runup \( R \) as the hazard variable to producing probabilistic tsunami inundation maps in which wave height and damage metrics are the hazard variables, as discussed in the Seaside, Oregon, Tsunami Pilot Study (Tsunami Pilot Study Working Group, 2000).

A graphic example of how probabilities are aggregated at a particular coastal location is shown in Fig. 1. For this simple case, three source zones are included: two seismogenic zones \((i = 1, j = 1, 2)\) generating transoceanic tsunamis and one landslide zone \((i = 3, j = 1)\) generating local tsunamis. Zonation for the landslides is primary geographic in this example, based on observed occurrence and distance to the coastal location. More sophisticated zonation schemes can be developed based on geologic factors described by Lee (2009-this issue) and Chaytor et al. (2009-this issue). Zonation for earthquakes in this example is according to plate boundary type (Bird and Kagan, 2004). Source probabilities are given by the rate term \( \nu_i \) and the size distribution \( f(m_i) \) or \( f(V) \).

If tsunami sources behave in a time-dependent manner (either clustered in time or as a quasiperiodic process), then an aggregation equation other than Eq. (2) needs to be used. The tsunami probability during time \( T \) corresponding to each of \( N \) sources is calculated and aggregated according to the following equation (Rikitake and Aida, 1988; Ward, 1994):

\[
P(R > R_0 | T) = 1 - \sum_{j=1}^{N} \left[ 1 - P(R > R_0 | \psi_i, T) \right].
\]

In this case, the set of source parameters \( \psi_i \) includes the parameters for the source recurrence distribution.

In the next two sections (3 and 4), we will examine methods to determine the probabilities for both earthquake and landslide tsunami sources, respectively. This includes methods to determine the size distribution \( f(\psi_i) \), overall rate \( \nu_i \), and where possible, whether or not earthquakes and landslides are adequately described by a Poisson process in terms of their recurrence distribution.

3. Earthquake tsunamis

In this section, we review different approaches to define the parameters for earthquake size distributions \( f(m_i) \). We first focus on
Earthquake zones in the Caribbean and eastern Atlantic that can potentially generate transoceanic tsunamis and then examine the possibility of seismogenic tsunamis generated locally to the U.S. Atlantic coastline.

### 3.1. Transoceanic seismogenic tsunamis

For transoceanic tsunamis, seismic moment is the controlling source parameter that determines tsunami amplitude with other parameters having a secondary effect (Oka, 1988; Pelayo and Wiens, 1992; Abe, 1995; Titov et al., 2001). In addition, because only large earthquakes ($M_w$ approximately greater than 8) will result in significant tsunami amplitudes in the far-field, we can focus our attention on earthquakes that occur along plate boundaries, particularly subduction zones and oceanic convergent boundaries (as defined by Bird, 2003). Accordingly, source probabilities can be based on previous statistical work defining seismogenic moment distributions along plate boundaries (Kagan, 1997; Bird and Kagan, 2004).

#### 3.1.1. Subduction zone boundaries

The Caribbean subduction zone extending from Hispaniola in the west through the Lesser Antilles Islands in the east is the closest plate boundary to the U.S. Atlantic coast along which transoceanic tsunamis can be generated (Fig. 1). Tsunamis generated from large earthquakes along other plate boundary zones in the Caribbean, for example along the northern Venezuela subduction zone and the northern Panama oceanic convergent zone (Bird, 2003) (Fig. 1), are greatly attenuated and scattered as they propagate northward through the Greater Antilles Islands (Knight, 2006), but may result in small tsunami amplitudes at the U.S. Atlantic coast. Most of the historic locally damaging tsunamis recorded along the Greater Antilles segment of the Caribbean subduction zone have been generated by intra-plate events, both along transverse structures such as the Mona rift and back arc structures as the Puerto Rico and Anegada troughs. Exceptions are the 1946 M ~ 8 Hispaniola interplate thrust earthquake and subsequent events (Dolan and Wald, 1998; ten Brink and Lin, 2004; Doser et al., 2005). The low rate of subduction earthquakes along this segment can be linked to the highly oblique relative plate motion and slow convergence rates.

The standard Gutenberg–Richter size distribution (G–R) for earthquakes is a power–law magnitude–frequency relationship: $\log N(M_w) = a - bM_w$, where $N$ is the number of earthquakes $\geq M_w$. The tail of the distribution at large sizes is specified in one of two ways:

- Using a sharp truncation specified by a maximum seismic moment $M_{\text{max}}$ or using a gradual taper using a corner moment $M_{\text{cm}}$ (Kagan, 2002a) as described below. For the former, the size distribution $f(m)$ in Eq. (2) is given by the truncated G–R distribution:

  $f(m) = \beta \frac{(M_{\text{max}}m)^\beta}{M_{\text{max}}^{1+\beta}} \exp \left( \frac{-m}{M_{\text{cm}}} \right), \quad m_{\text{c}} \leq m \leq M_{\text{max}}$.

  (4)

where $m_{\text{c}}$ is a minimum threshold moment and the power–law exponent $\beta = \frac{1}{b}$. A similar size distribution with a hard maximum cutoff is specified for tsunamis themselves based on historic data by Burroughs and Tebbens (2005). The maximum moment $M_{\text{max}}$ is determined from knowledge of the fault geometry, physical properties, and rupture kinematics such that for a planar fault in an isotropic Earth with no variation in rake

  $M_{\text{max}} = \int D \Sigma$.

(5)

where $\mu$ is the shear modulus and $u_0$ is the static slip for the largest event integrated over the maximum fault area $\Sigma$. This is often simplified by using spatial averages of shear modulus ($\langle \mu \rangle$) and static slip ($\langle u_0 \rangle$) for the largest earthquake such that

  $M_{\text{max}} = m_{\text{c}} \langle u_0 \rangle \langle \mu \rangle$.

(6)

Unfortunately, there is significant uncertainty in a parametric approach such as this to determine $M_{\text{max}}$, owing to strong variations in physical properties and kinematics as indicated by past earthquake inversion studies. Often, moment is estimated from scaling relationships with source dimensions (e.g., Mai and Beroza, 2000), rather than using a purely parametric approach. Maximum moment can also be determined from past seismicity as discussed by Kijko (2004). A similar type of distribution is the one in which a large “characteristic” earthquake is identified separately from the background G–R distribution (Wesnousky, 1994). It is unlikely that any of the plate boundary faults in the Atlantic have enough dated paleoseismic horizons to make a statistically meaningful estimate of characteristic magnitude or recurrence (cf., Geist et al., 2009).

A size distribution based on a “soft” corner moment ($M_{\text{cm}}$) is an alternative to the truncated distribution (Eq. (4)) that is more consistent with the available empirical data and with the physics of extreme earthquakes (Sornette and Sornette, 1999; Kagan, 2002a). An example of this type of distribution model that has been fit to global subduction zone seismicity is the tapered G–R distribution (Kagan and Jackson, 2000; Vere-Jones et al., 2001; Kagan, 2002a; Bird and Kagan, 2004):

  $\Phi(m) = \left( \frac{m_{\text{c}}}{m} \right)^\beta \exp \left( \frac{m - m_{\text{c}}}{M_{\text{cm}}} \right), \quad m_{\text{c}} \leq m$.

(7)

where $\Phi(m)$ is the survivor function ($\Phi(m) = 1 - F(m)$) of $F(m)$ is the cumulative distribution of $f(m)$). The two distribution parameters, $\beta$ and corner moment $M_{\text{cm}}$ are estimated by Kagan (1997, 2002a,b) and Bird and Kagan (2004) from the historic earthquake catalog using a maximum log-likelihood method. The difference between the two studies is the way earthquakes are grouped together (i.e., the zonation index, $j$ used in this paper): Kagan (2002a,b) analyzes seismicity based on different geographic zonation schemes, whereas Kagan (1997) and Bird and Kagan (2004) group events together based on common plate boundary types. Using the Harvard CMT catalog, the corner moment magnitude $M_{\text{cm}} = 8.76 \pm 0.65$ and $\beta = 0.93 \pm 0.43$ for the Lesser Antilles subduction zone (Kagan, 2002b), with the high uncertainty related to the sparse number of events in this region. For global subduction zones using a 20th century earthquake catalog, $M_{\text{cm}} = 9.58 \pm 0.45$ and $\beta = 0.64 \pm 0.04$ (Bird and Kagan, 2004).

Unlike the size distribution $f(m)$, the rate term $v_j$ in Eq. (2) that is proportional to the seismic moment rate $m_t$ varies substantially.
among subduction zones, depending principally on relative plate convergence rate and seismic coupling (McCaffrey, 1994; Kagan, 2002b; Kreemer et al., 2002; Bird and Kagan, 2004). The rate term can be related to the seismic moment rate ($\dot{m}_s$) for size distributions indicated in Eqs. (4) and (7), respectively, as described by Kagan (2002b) (cf., McCaffrey, 1994):

$$\dot{m}_s(j) = \frac{(1 - \beta)\dot{m}_w(j)(M_{\text{max}} - m^f)}{m^f M_{\text{max}}}$$

and

$$\dot{m}_t(j) = \frac{(1 - \beta)m_{\text{nc}}(j)}{m^f M_{\text{max}}^{\beta/2}(2 - \beta)m^f / m_{\text{nc}}},$$

where $\Gamma$ is the gamma function. The “tectonic” moment rate ($\dot{m}_t(j)$) is given by

$$\dot{m}_t(j) = \mu_j L j \dot{s}_j,$$

where $\mu$ is the shear modulus, $L$ is the length of the fault zone, $W$ is the width of the seismogenic part of the fault zone, and $\dot{s}$ is the long-term slip rate along the fault determined from geodetic and plate motion studies (McCaffrey, 1994; Ward, 1994). It should be noted that there is a strong depth dependence in $\mu$ for subduction zones (Bilek and Lay, 1999), such that the value used in Eq. (10) is an average over the entire zone. $\dot{m}_w$ and $\dot{m}_t$ are related by a seismic coupling parameter ($0 \leq \chi \leq 1$): $\dot{m}_w = \chi \dot{m}_t$. For a fault that has no aseismic slip at seismogenic depths, $\chi = 1$. For the Caribbean subduction zone, $\dot{m}_w$ is more than an order of magnitude less than $\dot{m}_t$ ($4.0 \times 10^{18}$ Nm/yr compared to $4.9 \times 10^{19}$ Nm/yr) (Kagan, 2002b), suggesting that either $\chi$ is very low or that the historic catalog is under-sampled, particularly with respect to large magnitude earthquakes that dominate estimates of $\dot{m}_w$ (cf., Parsons and Geist, in press). Compounding this discrepancy, Caribbean subduction zone slip rates may be considerably higher than the NUVEL-1A (DeMets et al., 1994) plate-rate model used by Kagan (2002b). For example, Dixon et al. (1998) and DeMets et al. (2000) calculated a Caribbean plate rate of $21 \pm 1$ mm/yr and $18 - 20 \pm 3$ mm/yr, respectively, from GPS measurements, nearly twice the NUVEL-1A estimate of $11 \pm 3$ mm/yr.

A comparison of several different frequency–magnitude distributions for the Caribbean subduction zone using the tectonic moment rate derived from regional slip rates and a seismic coupling parameter $\chi = 1$ is shown in Fig. 2. For the truncated G–R distribution (Eq. (4)), a maximum 1100 km fault length was assumed (from Hispaniola to the Caribbean–N. America–S. America triple junction) and three different methods were considered to determine $M_{\text{max}}$. The light solid line

Fig. 2. Example of maximum tsunami amplitude during 4.4 h of total propagation time for a $M \sim 9$ earthquake on the Caribbean subduction zone. Tsunami beaming is apparent along an azimuth perpendicular to strike, although the Blake Ridge acts as a waveguide to locally focus tsunami energy. Points A and B discussed in Fig. 4 shown for reference.
represents moment-length scaling (Mai and Beroza, 2000), the short-dashed line moment-area scaling (Wyss, 1979), and the long-dashed line a parametric approach with $\mu = 30$ GPa and $\sigma_s = 9$ m (Eq. (6)). The heavy solid line represents the tapered G–R distribution (Eq. (7)) with the maximum-likelihood estimate for $M_{cm}$ from the Bird and Kagan (2004) study (it should be noted that this study also provides 95% confidence interval estimates for $M_{cm}$). For a higher $M_{max}$ or $M_{cm}$, the overall activity ($a$-value) has to decrease to balance the overall moment rate.

For a given source size, the probability that runup will exceed $R_0$ at a coastal location for source parameters $\psi_{ij}$ is given by the term $P(R > R_0 | \psi_{ij})$ in Eq. (2). Shown in Fig. 3, for example, is the maximum tsunami wavefield from a $M_w \sim 9$ earthquake along the Caribbean subduction zone computed using a finite-difference approximation to the linear long-wave propagation equations. Details of the tsunami generation and propagation methods used to construct Fig. 3 are described in Geist (2002) and Geist et al. (2007). To determine the uncertainty from different slip distribution patterns $u(x,y)$ during earthquake rupture on tsunami amplitude, $P_{s_{obs}}(\text{amp} \geq \text{amp}_0 | u(x,y))$ was calculated for two points offshore the U.S. Atlantic coast spaced 230 km apart, where maximum offshore amplitude (amp) is used as the hazard variable rather than runup ($R$) (Fig. 4). The histograms for each site show the maximum amplitude from 100 different slip distributions. Uncertainty caused by this source parameter can be approximated by a normal distribution (green line), though in some cases (e.g., Point B in Fig. 4) the distribution of wave amplitudes is multi-modal. The exceedance probability $P_{s_{obs}}(\text{amp} \geq \text{amp}_0 | u(x,y))$ varies significantly between the two points shown, owing to wave propagation—particularly the waveguide effect of the Blake Ridge (Fig. 1). Multiple sources of uncertainties in evaluating $P(R > R_0 | \psi_{ij})$ can be accommodated using Monte Carlo techniques (Geist and Parsons, 2006).

---

Fig. 4. Examples of the probability that tsunami amplitude will exceed a given value $P(\text{amp} \geq \text{amp}_0 | u(x,y))$, for 2 different sites (A and B) along the Atlantic coast and the same $M \sim 9$ earthquake along the Caribbean subduction zone. Left plot: Histogram of amplitude values as a results of varying slip distribution patterns for the source earthquake (cv — coefficient of variation). Green line represents normal distribution approximation. Right: Probability of exceeding amplitude value $\text{amp}_0$ using the histogram values (black line) and the normal distribution approximation (green line).
Fig. 5. Comparison of size distributions for earthquakes along the Azores–Gibraltar oceanic convergence boundary. Size distributions were computed using tectonic moment rates and distribution shape parameters from Bird and Kagan (2004). Heavy line represents tapered G–R distribution with a maximum-likelihood estimate for $M_c$ from the global earthquake catalog; thin lines represent distributions for 95% confidence interval in $M_c$ (Bird and Kagan, 2004).

Finally, the recurrence distribution for subduction zone earthquakes most closely follows an exponential distribution (Eq. (1)), with some exceptions. Several studies (Kagan and Jackson, 1991, 1995; Rong et al., 2003) test the seismic gap hypothesis based on time-dependent recurrence against a Poisson null hypothesis related to the exponential distribution of recurrence times and found that in most cases the Poisson null hypothesis passed most of the statistical tests. Clustering of earthquakes in time as characterized by greater number of short inter-event times than expected from an exponential distribution is evident in most global earthquake catalogs. This is usually attributed to aftershocks and other triggered earthquakes (Parsons, 2002) and has been explained using a negative binomial distribution (Kagan and Jackson, 2000) or a gamma distribution (Corral, 2004).

3.1.2. Non-subduction zone boundaries

Other non-subduction zone boundaries in the Atlantic where tsunamigenic earthquakes can occur include the Azores–Gibraltar oceanic convergence boundary (Fig. 1). It was here that the 1755 and 1761 Lisbon earthquakes generated transoceanic tsunamis recorded in the Lesser Antilles Islands (O’Loughlin and Lander, 2003; Baptista, 2006). This boundary is structurally complex with convergence in the eastern part indicated from deformation modeling (Jiménez-Munt et al., 2001) and the mechanism of the $M_c = 7.8$, 1969 Cape St. Vincent (Portugal) earthquake (Fukao, 1973). Sources for the tsunami in this zone include the Gorringe Bank faults and the shallow, eastward dipping thrust faults in the Horseshoe abyssal plain and the Gulf of Cadiz (Gjevik et al., 1997; Baptista et al., 2003; Gràcia et al., 2003; Terrinha et al., 2003; Zitellini et al., 2004; Gutscher et al., 2006; Thiebot and Gutscher, 2006). The geometry of the fault zone and its position relative to mid-ocean topographic features that scatter tsunami energy have important controls on tsunami amplitudes along the U.S. Atlantic coast (Barkan et al., 2008-this issue). Although there is insufficient seismic activity along this zone to determine the seismic moment distribution, for oceanic convergent zones on a global basis, $M_{w} = 8.04^{+0.22}_{-0.23}$ and $\beta = 0.53 \pm 0.13$ (Bird and Kagan, 2004). Determination of $M_{w}$ for the truncated G–R size distribution would entail determining the interaction of the different fault strands that make up this plate boundary (cf. Ward, 1997).

Gutscher et al. (2006) indicate that for a 1 cm/yr convergence rate, an event similar to the $M_c 8.6–8.8$ 1755 earthquake would occur with a mean return time of 1000–2000 years. This estimate may be on the low side, as recent GPS surveys indicate lower convergence rates, ranging from 1 to 5 mm/yr (Fernandes et al., 2003; Nocquet and Calais, 2004). Using the lower convergence rate and a tapered G–R distribution results in a much higher mean return time for an event like the 1755 earthquake (Fig. 5), though there is significant uncertainty in magnitude distributions for OCB boundaries. This demonstrates the critical effect that corner moment and plate-rate estimates have on estimating seismogenic tsunami source probabilities.

Mid-ocean spreading ridges, such as the mid-Atlantic ridge, are unlikely to generate transoceanic tsunamis because of a low corner magnitude $M_{w} = 5.82 \pm 0.07$ (Bird et al., 2002). Oceanic transform faults have a higher corner magnitude, but because there is little vertical displacement associated with strike-slip earthquakes, tsunamis emanating from these fault zones are typically very small.

3.2. Local tsunamigenic earthquakes

In addition to earthquakes generating transoceanic tsunamis, it is possible that offshore earthquakes within the North American plate may generate local tsunamis. Seismicity is broadly distributed along the U.S. Atlantic coast and not concentrated on identified fault zones (Kafka and Levin, 2000; Kafka, 2002). Compared with active tectonic margins, which are often dominated seismically by one-to-several faults, earthquake magnitudes and rates of seismicity are significantly smaller along the passive margin of the eastern U.S. In this region, recent seismicity is relatively greater along the northern Atlantic seaboard than the southern (with the exception of the 1886 Charleston earthquake and aftershocks), as are strain rates determined from seismic and GPS observations (Anderson, 1986; Gan and Prescott, 2001). This in turn can be linked to isostatic rebound following glaciation in the north as well as overall differences in the crustal structure between the two regions (Wheeler, 1996). Kafka and Levin (2000) suggest that the broad seismicity patterns defined by small earthquakes tend to delineate where large earthquakes may occur. In addition, Ebel and Kafka (2002) indicate that earthquakes are more clustered in time than predicted by a Poisson process.

The size distribution for this region based on past seismicity patterns (Frankel, 1995; Frankel et al., 1996; Wheeler and Frankel, 2000; Frankel et al., 2002) has been described using a truncated Gutenberg–Richter distribution where the moment rate and power-law exponent ($\beta$) are determined from gridded and smoothed seismicity. In these studies, the G–R distribution is truncated (in the cumulative form of the distribution) at $M_{w} = 7.5$. As an alternative, one may choose a smooth taper using the distributions described, for example, by Kagan (2002a). Like transoceanic tsunamis, estimating the tail of the distribution becomes a critical issue for calculating local tsunami probabilities, since only earthquakes of $M_{w} > 6.5$–7.0 generate significant local tsunami amplitudes (Geist, 1999).

The studies indicated above were designed for assessing onshore seismic hazard and were not intended to extend offshore (Frankel et al., 1996). A persistent problem in determining the rates of seismicity in the offshore region ($\tau_{11}$) is catalog completeness. Mazzotti and Adams (2005) address this problem offshore eastern Canada by comparing different zonation schemes based either on patterns of historic seismicity or on geologic and tectonic boundaries. For the latter model, they indicate relatively high seismic moment rates along the eastern continental margin where the 1929 Grand Banks earthquake occurred. Analysis of seismicity can be combined with geodetic studies (e.g., Gan and Prescott, 2001) to help reduce the uncertainty in estimating the rate of earthquake activity, ten Brink et al. (2009-this issue) estimates a wide range of return times (600–3000 years) for $M_{w} > 7.0$ earthquakes using the available data and analyses. In terms of seismic moment rates, the maximum rate in the coastal region estimated by Gan and Prescott (2001) is approximately $6 \times 10^{23}$ Nm/yr, i.e. several orders of magnitude less that the $\sim 10^{26}$ Nm/yr rate for the Caribbean subduction zone.
Although earthquake magnitude is the primary source parameter, other parameters such as average slip, fault mechanism, and focal depth also significantly affect local tsunami amplitudes (Geist, 1999). Stress drops associated with intra-plate earthquakes, particularly in the eastern U.S., are variable but do not indicate a distinct scaling relationship with seismic moment relative to western U.S. earthquakes (Somerville et al., 1987; Hartzell et al., 1994). Most focal solutions for eastern North American earthquakes indicate a predominantly near horizontal axis of compression with a mixture of reverse, strike slip, or composite mechanisms (Hartzell et al., 1994; Bent, 1995; Du et al., 2003; Mazzotti and Adams, 2005). Focal depths are typically shallow for U.S. events (2–8 km) and slightly deeper for Canadian events (5–28 km) (Du et al., 2003).

4. Landslide tsunamis

Like submarine earthquakes, only large landslides can potentially generated significant tsunamis. Although we focus on submarine landslides here, it should be recognized that subaerial landslides can generate impact tsunamis with dramatic runup in the near field (Fritz et al., 2001; Fritz, 2006). In contrast to subaerial submarine earthquakes, submarine landslide probabilities are more difficult to determine because a lack of an instrumental catalog of occurrence. From the NGDC global tsunami catalog, less than 10% of all tsunamis are estimated to have a landslide-generation component, though observations of landslide sources are likely to be incomplete. Recent marine geophysical surveys have helped define the volume distribution of landslides in specific regions (Booth et al., 1993; Chaytor et al., 2009–this issue), but the lack of a complete catalog of age dates for individual landslides precludes accurate assessment of the recurrence distribution and overall activity rate $\nu_0$. One advantage over earthquake tsunami sources is that landslide probabilities typically only have to be determined for sources local to the coastal location, rather than throughout an entire ocean basin. Although the largest landslides may generate transoceanic tsunamis of significant amplitude, recent studies (e.g., Gisler et al., 2006 for the Canary Islands landslide tsunami) indicate that non-linear and dispersive effects greatly attenuate tsunami energy at far-field distances in comparison to seismogenic tsunamis.

4.1. Empirical methods

Empirical methods to determine the source rate term $\nu_0$ or the recurrence distribution of offshore landslides have primarily been hampered by a lack of age dates. As an initial hypothesis, we can assume that the recurrence distribution is that of a Poisson process, although an initial study of onshore landslides in Italy (Rossi et al., 2006) suggests that landslide volumes ($V$) in terms of the probability of the triggering event $E$ (i.e., seismic ground motion above a certain level: $P(E)$) and the conditional, time-dependent probability of threshold or preparatory conditions leading to an outcome $O$ of slope failure (cf., Lee et al., 2001):

$$P_v = P(E|O)(E|t).$$

Threshold conditions would include slope angle, shear strength, groundwater flow conditions, sediment load, gas hydrate dissociation, etc. (Locat and Lee, 2002; Biscontin et al., 2004; Maslin et al., 2004; Biscontin and Pestana, 2006; Lee, 2008–this issue). $P(E)$ can be determined straightforwardly from PSHA, using an appropriate spectral acceleration relative to the thickness of the near surface layer that can fail (Biscontin et al., 2004; Biscontin and Pestana, 2006). The probability of $P(O|E)$, however, would have to be computed using a complex event tree in which the uncertainties are likely to be large.

For example Wright and Rathee (2003) and Biscontin et al. (2004) indicate that the nature of pore-pressure redistribution following an earthquake that can cause delayed initiation of a failure is related to the physical properties of the near surface layer. Hence, the preparatory conditions for landslide failure are likely to be time dependent as indicated in Eq. (11).
This problem can be simplified by using empirical relationships between earthquake magnitude and ensemble landslide statistics such as total area or volume, maximum distance to failure, etc. (Keef, 1994, 2002). Ten Brink et al. (2009-this issue) adapts this type of approach to determine the minimum magnitude and maximum distance from the continental shelf edge for earthquakes to trigger landslides of tsunamiogenic size. That study indicates that the width of a potential landslide hazard zone is dependent on the magnitude of the earthquake. The rate at which landslides above a certain volume occur along the continental slope can then be tied to the rate of earthquake occurrence within the zone where triggering may occur. Although there are large uncertainties with this approach, it is a useful way to estimate the rate of landslide occurrence until more age dates become available.

5. Discussion

5.1. Comparative analysis of different tsunami sources

Assessment of source probabilities for tsunamis affecting the U.S. Atlantic coast yield comparative information with which to better define the scope of the hazard. For example, the mean return time for $M > 8.0$ earthquakes that potentially can generate transoceanic tsunamis along the Caribbean subduction zone (Fig. 2) is greater than that along Azores–Gibraltar convergence zone (Fig. 5). If we use source rates for each of these zones of $\sim 2.5 \times 10^{-3} \text{ yr}^{-1}$ and $\sim 10 \times 10^{-3} \text{ yr}^{-1}$ respectively, then the mean return time of a tsunami exceeding $R_0(M > 8.0)$ (where, $R_0$ is the minimum runup from either of the two source zones) is $\sim 285$ years. For $M > 8.5$ earthquakes along these two source zones, and considering the significant uncertainty in the size distribution for the Azores–Gibraltar convergence zone, the mean return time of a tsunami exceeding $R_0(M > 8.5)$ is 800–$1000$ years. Because runup scales directly with seismic moment, $R_0(M > 8.5)$ will typically be greater than $R_0(M > 8.0)$.

In comparison to the previous example, the few available age dates of large landslides that might generate tsunamis local to the northern U.S. Atlantic coast suggest that the mean rate is $\sim 10^{-1} \text{ yr}^{-1}$, with higher rates along the Canadian Atlantic coast (Lee, 2009-this issue). As indicated by Lee (2009-this issue), the mean rate may be decreasing with time since the last glacial period. It should be stressed, however, that there are currently few age dates for landslides along the Atlantic margin, such that the observed rate may be biased (under-sampled). Even so, there is likely little contribution from landslide tsunamis according to the aggregation in Eq. (2), if one were concerned about tsunamis occurring at, for example, an annual probability of $P = 0.005$ (i.e., a 200-year return time tsunami). This is consistent with the overall low incidence of landslides tsunami from the global historic catalog. The mean return time for local seismogenic sources ($M > 7$) in the northern U.S. Atlantic coast is 600–$3000$ years (ten Brink et al., 2009-this issue) and thus may span the mean recurrence rates of transoceanic sources and local landslide sources.

5.2. Uncertainties

For an accurate tsunami probabilistic assessment, however, there is still significant uncertainty in these source probabilities. Probabilistic methods accommodate model and parameter uncertainty by classifying them as either epistemic (uncertainty that will decrease with the acquisition of additional data) or aleatory (natural or stochastic uncertainty) (Toro et al., 1997). Examples of epistemic uncertainty alluded to in this study include different methods to determine $M_{\text{max}}$ (Fig. 2), different estimates of the seismic coupling parameter $\chi$, and different estimates of fault slip rates. Epistemic uncertainty is typically accommodated in PTHA through the use of logic trees (e.g., Geist and Parsons, 2006) or a Bayesian weighting scheme (Parsons and Geist, in press). Examples of aleatory uncertainty include slip distribution (Fig. 4) and tidal stage at the time of tsunami arrival (Mofjeld et al., 2007).

Aleatory uncertainty is typically accommodated by integration in the $P(R > R_0|m)$ term in Eq. (2) (Geist et al., 2009). Special considerations need to be taken in probabilistic methods when different sources of uncertainty are dependent on one another (Page and Carlson, 2006).

For tsunamis affecting the U.S. Atlantic coast, the greatest uncertainty is associated with landslide probabilities. Not only is there little information on the shape of the recurrence distribution, but even information on the overall mean rate of occurrence is lacking because of few available age dates. There are statistical methods to estimate recurrence rates from sparse and uncertain data (Ogata, 1999; Parsons, 2008). These techniques have been designed for estimating earthquake recurrence rates using paleoseismic horizons associated with a range of age dates. Similarly, these techniques can be applied to landslides, once a range of age dates is obtained from strata above and below a landslide geologic unit (Lee, 2005).

5.3. Future directions

In contrast to determining landslide recurrence rates, determining the size distribution for landslides is currently a tractable problem. Modern marine geophysical methods and GIS tools permit a fairly accurate determination of landslide volumes over broad reaches of seafloor (Chaytor, 2009-this issue). Moreover, recent advances in modeling the dynamics and mobility of submarine landslides (Imran et al., 2001; Locat et al., 2004; Locat et al., 2009-this issue) permit a reasonable determination of landslide motion—a significant parameter affecting tsunami generation (Harbiz, 1992; Ward, 2001; Grilli and Watts, 2005; Lavholt et al., 2005; Brandshaw et al., 2007). Development of tsunami models that explicitly solve for landslide and wave dynamics as part of a coupled system will provide even more accurate estimates of wave heights and runup.

For earthquakes, although the earthquake catalog for the Caribbean subduction zone and the Azores–Gibraltar oceanic convergence zone is sparse and incomplete, seismic moment rate can be inferred from tectonic motions and geodetically determined fault slip rates. In addition, the parameters for the size distribution can be estimated using global earthquake specific to different plate boundaries as performed by Kagan (1997) and Bird and Kagan (2004). However, generation of transoceanic tsunamis occurs for earthquakes of large magnitude ($M_w > 8$) and is therefore sensitive to the shape of the size distribution tail and corner moment magnitude $M_{\text{c}}$ as indicated in Figs. 2 and 5. Further work is needed to better constrain these parameters, especially for oceanic convergent boundaries. In terms of the recurrence distribution, whereas the exponential distribution associated with a Poisson process is a good first approximation, there appear to be cases of time-dependency which may also affect tsunami probability calculations.

6. Conclusions

Because of the sparse record of tsunamis along the U.S. Atlantic coast, tsunami probability needs to be determined from a computational PTHA approach, rather than using only empirical methods based on tsunami catalogs. Key ingredients in the computational approach are the probability distribution of tsunami source sizes and source recurrence. For the most frequent source of tsunamis, earthquakes along subduction and oceanic convergent plate boundaries in the Atlantic, the shape of these distributions can be inferred from studies of global seismicity (e.g., Bird and Kagan, 2004). For other less frequent sources of local tsunamis, including offshore intra-plate earthquakes and landslides, it is more difficult to determine the size and inter-event distribution because of a lack of recorded events and the geographically distributed nature of these events. For landslides, the size distributions and overall rate of occurrence can be determined from the available sparse age dates in combination with global comparison of potentially tsunamigenic landslides (e.g., Lee, 2009-this issue), and through an association with triggering earthquakes (e.g., ten Brink et al., 2009-this issue).
The highest rate of earthquake activity that could produce transoceanic tsunamis in the Atlantic occurs along Caribbean subduction zone and Azores–Gibraltar oceanic convergence zones. For $M_\text{w} \geq 8.0$ earthquakes, for example, rates along the Caribbean subduction zone are approximately 2.5 times that for the Azores–Gibraltar oceanic convergence zone, with an aggregate return time of about 285 years for transoceanic tsunamis. For $M_\text{w} > 8.5$ earthquakes, the rate along the Caribbean subduction zone is at least 5 times greater than that for the Azores–Gibraltar oceanic convergence zone, resulting in an aggregate return time of about 800–1000 years. Local landslide tsunamis, may occur at rates approximately an order of magnitude less than for transoceanic tsunamis, although there are few age dates of submarine landslides to validate this estimate. In terms of the recurrence distribution, deviations from the standard Poisson assumption for source inter-event times include clustering for earthquake sources and non-stationarity for landslide sources. There is currently a high level of uncertainty associated with tsunami probabilities in the Atlantic that can be improved with the acquisition of additional marine geologic and geophysical data and further statistical analyses.
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