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[1] Most models of lower crust/mantle viscosity inferred from postearthquake relaxation
assume one or two uniform‐viscosity layers. A few existing models possess apparently
significant radially variable viscosity structure in the shallow mantle (e.g., the upper
200 km), but the resolution of such variations is not clear. We use a geophysical inverse
procedure to address the resolving power of inferred shallow mantle viscosity structure
using postearthquake relaxation data. We apply this methodology to 9 years of
GPS‐constrained crustal motions after the 16 October 1999 M = 7.1 Hector Mine
earthquake. After application of a differencing method to isolate the postearthquake signal
from the “background” crustal velocity field, we find that surface velocities diminish
from ∼20 mm/yr in the first few months to ⪅2 mm/yr after 2 years. Viscoelastic relaxation
of the mantle, with a time‐dependent effective viscosity prescribed by a Burgers body,
provides a good explanation for the postseismic crustal deformation, capturing both the
spatial and temporal pattern. In the context of the Burgers body model (which involves
a transient viscosity and steady state viscosity), a resolution analysis based on the singular
value decomposition reveals that at most, two constraints on depth‐dependent steady
state mantle viscosity are provided by the present data set. Uppermost mantle viscosity
(depth ⪅ 60 km) is moderately resolved, but deeper viscosity structure is poorly resolved.
The simplest model that explains the data better than that of uniform steady state mantle
viscosity involves a linear gradient in logarithmic viscosity with depth, with a small
increase from the Moho to 220 km depth. However, the viscosity increase is not
statistically significant. This suggests that the depth‐dependent steady state viscosity
is not resolvably different from uniformity in the uppermost mantle.

Citation: Pollitz, F. F., and W. Thatcher (2010), On the resolution of shallow mantle viscosity structure using postearthquake
relaxation data: Application to the 1999 Hector Mine, California, earthquake, J. Geophys. Res., 115, B10412,
doi:10.1029/2010JB007405.

1. Introduction

[2] The rheology of the crust and upper mantle controls
the behavior of the lithosphere over the earthquake cycle of
faulting at 102 to 103 years timescale and the transient
response of the lithosphere to loading sources such as
earthquakes and removal of lacustrine or ice loads. The
relationship between time‐dependent crustal deformation
following such loading and the rheology has been used in
numerous studies to infer the viscosity structure at depth
below the brittle‐ductile transition [e.g., Hammond et al.,
2008; Bürgmann and Dresen, 2008; Thatcher and Pollitz,
2008]. These models typically involve a strong (high‐
viscosity) lower crust underlain by a weak (low‐viscosity)

upper mantle, and this general pattern appears robust in
actively deforming continental regions [e.g., Thatcher and
Pollitz, 2008, Figure 3].
[3] Given the likely strong temperature dependence of

viscosity, the question arises as to the finer‐scale viscosity
structure within the lower crust and shallow mantle. This
is of particular concern in the uppermost mantle where
laboratory‐based models predict substantially higher vis-
cosity than at greater depth. The models summarized in the
above studies usually involve uniform viscosity in the lower
crust and upper mantle, respectively, or models with very
few distinct layers. In the context of postearthquake relax-
ation and relaxation following removal/filling of lacustrine
loads, finer‐scale viscosity structure has been addressed by
forward modeling with allowance for several distinct layers
or a continuum [e.g., Bills et al., 1994a, 1994b; Kaufmann
and Amelung, 2000; Freed and Bürgmann, 2004; Freed
et al., 2007; Bills et al., 2007]. To our knowledge, apart
from the sensitivity study of Riva and Govers [2009], the
resolution of viscosity structure has not been addressed, and
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for the postearthquake relaxation problem it is not clear
whether the available data adequately constrain vertical
viscosity variations within the mantle.
[4] The formal resolution of mantle viscosity structure has

been explored in the context of postglacial rebound by
Mitrovica and Peltier [1991] and Kendall and Mitrovica
[2007]. The investigation of Kendall and Mitrovica [2007]
was motivated by the recognition [Nakada and Lambeck,
1989; Lambeck and Nakada, 1990] that available glacioi-
sostatic adjustment data was sufficient to constrain more
detail than either one or two‐layer mantle models. Using a
formal geophysical inverse approach, Kendall and Mitrovica
[2007] showed that the data set considered by Nakada and
Lambeck constrained essentially three independent mantle
viscosity parameters.
[5] The purpose of this study is to address the resolution

of shallow mantle viscosity structure using the detailed
crustal motions measured by Global Positioning System
(GPS) in the 9 years following the 16 October 1999 Hector
Mine, California, earthquake. A wealth of regional GPS
measurements are available, providing good spatial and
temporal resolution of the postseismic crustal velocity field.
We shall consider simple classes of viscoelastic stratification
models that explain these data, including an evaluation of
the resolution of mantle viscosity with depth.

2. Data Set

[6] We utilize time series of the Southern California
Integrated GPS Network (SCIGN) made available by NASA
through the REASoN Project (http://reason.scign.org/
scignDataPortal/). We work with horizontal displacements
of GPS data processed by the Scripps Orbit and Permanent
Array Center (SOPAC). We use the “cleaned” time series
without detrending resulting from the SOPAC processing.
We consider postseismic crustal deformation in the 9 years
following the 1999 Hector Mine earthquake at the same
88 GPS sites previously analyzed by Freed et al. [2007].
[7] We determine crustal velocity in distinct time intervals

in two steps. In the first step, we estimate the seasonal terms
of the time series and correct each time series for these
terms. Specifically, for a postseismic time series u(t) asso-
ciated with a seismic event at time t = 0 (i.e., the origin time
of the 1999 Hector Mine earthquake) we parameterize it as

uðtÞ ¼ a1 þ a2 * t þ a3 log 1þ t

�

� �
þ a4 cosð2�tÞ þ a5 sinð2�tÞ

þ a6 cosð4�tÞ þ a7 sinð4�tÞ: ð1Þ

The second term on the right‐hand side of equation (1)
represents the background velocity, and the third term
represents the dominant component in the postseismic
transient which typically has a logarithmic time dependence
with a time constant t ∼ 0.1 year [Savage et al., 2005]. A
value t = 0.1 year yields reasonable fits to all post‐Hector
Mine time series. The fourth through seventh terms on the
right‐hand side are seasonal terms with annual and semi-
annual periods. Linear least squares inversion is used to
determine the seven constants aj from observations u(t) at
distinct times t = ti; typically hundreds or thousands of time

samples are used in such an inversion. The corrected time
series is then

uobsðtÞ ¼ uðtÞ � a4 cosð2�tÞ þ a5 sinð2�tÞ½
þ a6 cosð4�tÞ þ a7 sinð4�tÞ�: ð2Þ

[8] In the second step, we determine the average velocity
within distinct time intervals. Observations uobs(ti) over a
time interval (t0, tI) are fit with a model of quadratic time
dependence

umodðtÞ ¼ b0 þ b1ðt � t0Þ þ b2ðt � t0Þ2: ð3Þ

Assuming white noise, for a given time series the constants
b0, b1, and b2 are found by minimizing the misfit function

�2 ¼
XI

i¼0

uobsðtiÞ � umodðtiÞ
�i

� �2

; ð4Þ

where si is the standard error in the observation. The
average observed and model velocities over the time interval
are

vobs ¼ uobsðtI Þ � uobsðt0Þ
tI � t0

ð5Þ

vmod ¼ umodðtI Þ � umodðt0Þ
tI � t0

: ð6Þ

It can be shown that if the true signal has a cubic depen-
dence in time (i.e., constant third time derivative), then
minimization of equation (4) provides an unbiased estimate
of the average velocity. More precisely, if the observed
signal were of the form uobs(t) = c0 + c1(t − t0) + c2(t − t0)

2 +
c3(t − t0)

3, then

E½vmod� ¼ c1 þ c2ðtI � t0Þ þ c3ðtI � t0Þ2 ¼ vobs; ð7Þ

where E[] denotes expectation value.
[9] If a time series of length T is sampled at equally

spaced intervals with independent, identically distributed
errors (i.e., white noise), then for a given sample interval the
theoretical error in estimated velocity scales as T−3/2 [e.g.,
Williams, 2003]. However, a velocity estimation procedure
that involves correlated noise (e.g., fractal random walk,
flicker noise) yields standard deviations in interval velocities
up to ∼10 times larger than those resulting from the white
noise model [Langbein and Johnson, 1997; Zhang et al.,
1997; Mao et al., 1999]. In order to account for the pres-
ence of correlated noise, we scale up the formal velocity
errors resulting from the white noise model by a factor of
(T/T0)

1/2, where T0 is a reference timescale which we take
equal to 1 year. The resulting velocity error scales as T−1 and
is approximately that which would result from an interpre-
tation of the time series error as flicker noise [Mao et al.,
1999; Williams, 2003]. For nonuniformly distributed time
samples and variable sample errors, or for a noise model that
includes other processes, both the estimated velocity and
resulting velocity error would differ from our “scaled” white
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noise estimates. A formal comparison between our proce-
dure and a more rigorous one based on the complex statistics
of geodetic time series [e.g., Langbein, 2004] could be illu-
minating but is beyond the scope of this paper. Meanwhile,
our approximation provides a simple method of estimating
the velocity errors in various time intervals and produces
errors that we deem sufficient for our resolution analysis.
[10] Auxiliary Figures S1 and S2 show GPS time series at

SCIGN sites AGMT and LDES, respectively, relative to
reference model ITRF2005 [Altamimi et al., 2007].1 The
seasonal terms are most pronounced in the vertical compo-
nent, and most of the seasonal signal is removed by the
procedure described above.
[11] Let vobs

k and vmod
k represent observed and modeled

postseismic velocity in the kth time interval. The following
time intervals (represented in terms of time following the
Hector Mine earthquake) are deemed sufficient to capture
the chief characteristics of the time‐dependent postseismic
velocity field: 2 weeks to 6 months (k = 1), 6 months to

1 year (k = 2), 1 year to 2 years (k = 3), 2 years to 5 years
(k = 4), and 5 years to 9 years (k = 5). Figure S3 shows
postseismic horizontal crustal velocity vobs

k in these five time
intervals.
[12] One complication in many previous studies [e.g.,

Pollitz, 2003; Freed and Bürgmann, 2004] is the need to
independently specify the background tectonic velocity
field, i.e., the motions that would occur in the absence of
transient stressing from the Landers and Hector Mine
events. Pollitz [2003] provided this by an estimate of the
regional strain rates using pre‐Landers data [Savage and
Svarc, 1997]. Any such estimate is limited by the quality
of pre‐1992 data and the uncertain applicability beyond the
area represented by that data. Here we avoid the need to deal
explicitly with the background velocity field by working
with differences in velocity between any two postseismic
time intervals. This effectively removes the dependence of
the tectonic background velocity on the postseismic veloc-
ity, facilitating an interpretation in terms of processes that
are unique to the postseismic epoch. Toward this end, it is
convenient to consider vobs

k referred to the latest time interval
being considered, i.e., 5 years to 9 years (k = 5).
[13] Figures 1 and S4 show the horizontal and vertical

velocity components of the velocity fields defined by

Dvkobs ¼ vkobs � v5obs: ð8Þ

Figure 2a shows a spatially interpolated version of the
vertical velocity field during the first 6 months. The hori-
zontal velocity fields generally exhibit the spatial patterns
expected for postseismic mantle relaxation following a
crustal earthquake, e.g., a well‐defined quadrant pattern

[e.g., Pollitz et al., 2001; Pollitz, 2003; Freed and Bürgmann,
2004]. Within ∼100 km of the rupture, the vertical velocity
field suggests a quadrant pattern in the vertical velocity field
opposite to that produced by the coseismic deformation field
(Figure 2a) but similar to that measured by InSAR [Pollitz
et al., 2001]. However, such signal is apparent only in the
earliest considered time interval. For this early time period,
a quadrant pattern is predicted for the vertical velocity field
by a model of viscoelastic mantle relaxation (Figure 2b).
[14] A possible noise source in the data set is a baseline

shift in velocity within a given time period, i.e., a constant
velocity bias at all GPS stations. This could be related to a
small time‐dependent bias in the realization of ITRF2005 in
the employed GPS time series (T. Herring, personal com-
munication, 2009). The presence of such a signal in the
horizontal velocity fields is suggested by the coherence
patterns of observed time‐dependent postseismic velocity.
The coherence of the velocity fields in time intervals k1 and
k2 is defined as

where snl(k) is the standard error in Dvobs
k (r̂n, l), the lth

component of observed velocity at GPS site r̂n in the kth
time interval. Figure 3 shows the coherence of velocity
fields of the later three considered time periods with respect
to the earliest time period (2 weeks to 6 months). This
coherence is especially low for the 1 year to 2 years time
interval, as may be verified visually by comparing the
velocity fields in Figure 1. Correction of the velocity fields
through application of a Helmert transformation with a
magnitude of ∼1 mm/yr acts to improve coherence sub-
stantially. The correction is justified on physical grounds,
since candidate postseismic processes are expected to pro-
duce similar velocity patterns at different times, with pri-
marily the amplitude, rather than the spatial pattern, varying
with time. Small baseline shifts such as these are formally
highly statistically significant, e.g., after subtracting a typi-
cal model velocity field, we find that residual variance for
the 1 year to 2 year time interval is halved when the baseline
shift in velocity is included. Since it is a constant velocity
shift, it is independent of the background tectonic velocity
field, which is spatially highly variable. We shall admit
these baseline shifts in the postseismic deformation models,
with the understanding that this is tantamount to modeling
the strain rate field, rather than the velocity field.
[15] In subsequent modeling, we do not use the vertical

velocity data. Although seasonal signals are to a large extent
removed by the procedure described above, considerable
errors remain in the differenced velocity fields, and these
errors are long wavelength in nature (Figure S4). This may
arise from nonseasonal errors specific to each time interval,
such as those related to atmospheric or hydrologic signals.
In any case, these nontectonic signals dominate over any
tectonic signal that may be present. The analyses of suc-
ceeding sections have been carried out both with and
without consideration of vertical velocity data, with almost

coherence ¼
P

n

P2
l¼1 Dvk1obsðr̂n; lÞDvk2obsðr̂n; lÞ= �nlðk1Þ�nlðk2Þð Þ

h i2
P

n

P2
l¼1 Dvk1obsðr̂n; lÞ=�nlðk1Þ

� �2� � P
n

P2
l¼1 Dvk2obsðr̂n; lÞ=�nlðk2Þ

� �2� � ; ð9Þ

1Auxiliary materials are available in the HTML. doi:10.1029/
2010JB007405.
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identical results, but for simplicity we present those derived
without the vertical data.

3. Postseismic Deformation Model

[16] The postseismic velocity fields may be explained
with a combination of postseismic processes, including
poroelastic rebound [Jónsson et al., 2003; Fialko, 2004],
after slip [Shen et al., 1996; Savage and Svarc, 1997; Owen
et al., 2002], and viscoelastic relaxation of the lower crust
and upper mantle [Pollitz et al., 2001; Pollitz, 2003; Freed
and Bürgmann, 2004; Freed et al., 2007]. As noted in
previous work [Pollitz et al., 2001; Pollitz, 2003], the pat-

tern of observed vertical velocity rules out after slip as
the dominant postseismic mechanism (its predicted verti-
cal velocity field is anticorrelated with the observed vertical
velocity field, see Figure 2), and the substantial horizontal
velocity field (Figure 1) rules out poroelastic rebound as the
dominant postseismic mechanism, as this mechanism alone
produces relatively small horizontal motions. The combined
poroelastic and after slip model proposed by Fialko [2004]
for the 1992 Landers earthquake postseismic relaxation,
however, is a strong candidate explanation for the joint
observed horizontal and vertical velocity fields. One diffi-
culty with the Fialko [2004] model is the need for high

Figure 1. Observed differenced horizontal velocity fields Dvobs
k , defined as the difference between the

observed velocity field in the indicated time interval minus that in the 5–9 years postseismic time interval.
Error ellipses are 95% confidence regions. Thick light gray and dark gray lines are traces of the faults that
ruptured in the 1992 Landers and 1999 Hector Mine earthquakes, respectively.
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permeability through the entire crust, a proposition that
appears at odds with rapidly decreasing permeability in the
upper 2–3 km based on laboratory studies and field data
[Ingebritsen and Manning, 1999]. Another difficulty fol-
lows from the analysis of Freed et al. [2007], who showed
that there is no viable alternative to viscoelastic relaxation
of the mantle to explain the crustal motions of remote sites
in the 7 years following the Hector Mine earthquake. A
power law rheology with stress‐ and temperature‐dependent
viscosity suffices to explain these motions, and a substantial
increase in effective mantle viscosity with time is necessary
to capture the time dependence at remote sites.
[17] For a vertically stratified viscoelastic structure, post-

seismic crustal motions at Earth’s surface are calculated
using the methodology of Pollitz [1997]. The driving

sources are the M7.3 1992 Landers and M7.1 1999 Hector
Mine earthquakes. The fault models of Wald and Heaton
[1994] and Jónsson et al. [2002] are adopted for the
Landers and Hector Mine earthquakes, respectively. This
yields average postseismic velocity vmod (equation (6)) in
selected time intervals as a function of the viscoelastic
structure.
[18] In order to explain the data presented in Figure 1, we

consider a sequence of models in order of increasing com-
plexity. We adopt the viscoelastic stratification of Figure 4,
which describes the lithosphere‐asthenosphere system with
a series of layers that permit a Burgers body rheology in the
mantle [Pollitz, 2003]. The Maxwellian rheology depends
on two parameters (in addition to the bulk modulus): the
steady state shear modulus and viscosity. The Burgers body
rheology depends on four parameters: the steady state shear
modulus and viscosity (m1 and h1, respectively) and the
transient shear modulus and viscosity (m2 and h2, respec-
tively). The analog of the rheology is a Maxwell element in
series with a Kelvin element. The Burgers body thus
exhibits two relaxation times, t1 = h1/m1 and t2 = h2/m2.
Assuming h2 � h1, the effective shear modulus m′ after
relaxation of the Kelvin element is m′ = m1m2/(m1 + m2). This
model is motivated by laboratory observations of two phases
of relaxation, consisting of transient creep followed by pri-
mary (or steady state) creep [e.g., Carter and Kirby, 1978;
Ranalli, 1987], characterized by a gradual increase in
effective viscosity with time [e.g., Post, 1977].
[19] All models to be considered possess either an elastic

lower crust or a lower crust of much higher viscosity than
the average mantle viscosity. This starting point is justified
based on results obtained from postseismic relaxation
studies conducted in many continental regions [Hammond
et al., 2008; Bürgmann and Dresen, 2008; Thatcher and
Pollitz, 2008], including the Mojave Desert. We explore
the following classes of models: class I, purely elastic
lower crust (hc = ∞) and Maxwellian mantle (realized with
m2 = ∞); class II, purely elastic lower crust (hc = ∞) and
Burgers body mantle; and class III, Maxwell viscoelastic
lower crust and Burgers body mantle.
[20] In section 4, misfit functions are defined in order to

facilitate comparison of observations with models. In
section 5 we consider the optimal models with uniform
viscosity in the lower crust and mantle. In section 6, using
the best class III uniform‐viscosity model as a reference
model, we compute numerical Fréchet derivatives with
respect to perturbations in viscosity, then evaluate the res-
olution of depth‐dependent mantle viscosity with a geo-
physical inverse procedure. In section 7, using the same
inverse approach, we infer depth‐dependent mantle viscos-
ity of all three model classes and compare their performance
among one another and with the corresponding uniform
viscosity models.

4. Misfit Functions

[21] As with the observed velocity fields defined with
equation (8), we define a similar quantity for the modeled
velocities:

Dvkmod ¼ vkmod � v5mod: ð10Þ

Figure 1. (continued)
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Figure 2. (a) Differenced vertical velocity field in the time interval 2 weeks to 6 months after the Hector
Mine earthquake, derived by isotropic interpolation from Figure S4. (b) Corresponding prediction of
model U (section 5.2). (c) Corresponding prediction of after slip model (section 8.5) (d) Corresponding
prediction of the Johnson et al. [2007] model (section 8.5).

Figure 3. Coherence of observed velocity fields in the indicated time intervals with the observed
velocity field in the earliest considered time period (2 weeks to 6 months). Values are given both before
and after application of a Helmert transformation, which is to a high degree of approximation a constant
velocity shift with the indicated values (east velocity shift followed by north velocity shift in mm/yr) in
each respective time period. The Helmert transformation used in this example was derived by fitting a
time‐dependent uniform mantle viscosity model jointly with Helmert transformation parameters to the
observed velocity fields (see section 5.2).
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We define the misfit function at GPS site r̂n for the lth
velocity component (where l = 1 and 2 denote the local east
and north directions) and kth time interval as

�2
l ðkÞ ¼

X
n

Dvkmodðr̂n; l; vÞ � vðkÞl ðr̂nÞ �Dvkobsðr̂n; lÞ
h i2

�nlðkÞ½ �2 ; ð11Þ

where v represents viscoelastic model parameters and
vl
(k)(r̂n) is the baseline shift in velocity represented by
Helmert transformation parameters. All inversions in the
following sections shall involve solving for one or more
unknown viscoelastic parameters as well as a set of Helmert
transformation parameters (three parameters per time period)
for the horizontal components (l = 1, 2). Each Helmert
transformation typically involves a remote rotation pole, so
that the baseline shifts v1

(k)(r̂n) and v2
(k)(r̂n) are practically

independent of station position r̂n.
[22] We define the normalized root‐mean‐square misfit in

time interval k as

NRMSðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
1ðkÞ þ �2

2ðkÞ
	 
2

=2NhðkÞ
q

; ð12Þ

where Nh(k) is the number of GPS sites contributing data in
the considered time interval. Related misfit functions are
those summed over all time intervals:

�2
total ¼

X
k

�2
1ðkÞ þ �2

2ðkÞ
� � ð13Þ

NRMSðtotalÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
total=2Nh

q
; ð14Þ

where Nh = SkNh(k). (We do not use these NRMS for sta-
tistical tests; the appropriate quantity for that would be

NRMS (total) =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
total=ð2Nh �MÞ

q
, where M is the number

of model parameters.)

5. Uniform Viscosity Models

5.1. Maxwell Model

[23] We consider the performance of class I models in
which the predicted velocity field depends only on steady
state mantle viscosity h1. Figure 5 shows the resulting misfit
as a function of h1. The predicted horizontal velocity field at
the optimal value h1 = 4.6 × 1018 Pa s (Figure S5) illustrates
a fundamental limitation of the Maxwell model: because of
the single time constant t1 = 4.8 years, observed horizontal
velocity is underpredicted at early times and overpredicted
at later times. This limitation has been noted in several
previous studies [Pollitz et al., 2001; Pollitz, 2003; Freed
and Bürgmann, 2004; Freed et al., 2007]. The misfit at
the optimal viscosity (Figure 6 and Table 1) is systemati-
cally larger than that of other models that we shall consider.
The misfit may be improved substantially by allowing for
time‐dependent viscosity in the mantle, as is prescribed by
either a nonlinear (stress and temperature‐dependent rheol-
ogy) or a higher‐order linear rheology.

5.2. Burgers Body Model

[24] The Jeffreys fluid [Ivins, 1996] is the simplest linear
rheology that accommodates two material relaxation times.
It is a special case of a Burgers body in which m1 = m2. This
is represented here by model classes II and III introduced in
section 3. Pollitz [2003] obtained optimal model parameters
of class III (with uniform viscosities in the respective lower
crust and mantle domains) by performing a grid search and
evaluating misfit of horizontal and vertical postseismic
velocity in selected time intervals up to 2.5 years after the
Hector Mine earthquake.

Figure 4. Viscoelastic stratification assumed for theMojave
Desert (model used here following Pollitz [2003, Figures 5a
and 5c]). Elastic parameters m1 and � are the steady state shear
modulus and bulk modulus, respectively. Elastic and visco-
elastic parameters are constant in the mantle (depth >30 km).
This structure represents the class III model introduced in
section 3.

Figure 5. NRMS (total) (equation (14)) with respect to
Maxwell viscosity models as a function of mantle viscosity.
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[25] We repeat this grid search using the data and four
time intervals represented in Figure 1 using the misfit
measure cl

2(k), evaluated for horizontal components. Figure 7
shows the resulting misfit patterns for the horizontal com-
ponents. We choose a best fitting model, henceforth model
U, with parameters h1 = 3.7 × 1018 Pa s, h2 = 1.0 × 1017 Pa s,
m′ = 0.5 × m1 and hc = 2.6 × 1019 Pa s = 7 × h1.This model,
which is close to the best fitting model determined by Pollitz
[2003], provides a good fit to the velocity data through a
postseismic time period twice as long as that considered by
Pollitz [2003] (5 years versus 2.5 years) and with no arbi-
trary explicit or implicit assumptions about the unknown
steady state velocity field. This model is shown in Figure 8a,
and the corresponding fits to the data are shown in Figure 9;
NRMS of horizontal velocity data within specific time
periods are listed in Table 1.
[26] In separate inversions (not shown), there is little

sensitivity of the vertical velocity data to the viscosity
structure at times beyond 6 months and marginal sensitivity
to viscosity structure during the first 6 months. This reflects
a generally poor signal‐to‐noise ratio for the vertical data,
which diminishes with time in step with the magnitude of
postseismic relaxation. Comparison of the observed and
model U vertical velocity field during the first 6 months
(Figure 2b) indicates a modest correlation (correlation
coefficient = 0.25), with both exhibiting a quadrant pattern
characteristic of mantle stress relaxation [e.g., Pollitz et al.,
2001].
[27] Another model worthy of consideration is shown by

square symbols in Figure 7 and has parameters h1 = 6.0 ×
1019 Pa s, h2 = 4.6 × 1018 Pa s, m′ = 0.5 × m1 and hc = 4.2 ×
1020 Pa s = 7 × h1. This rheological model is one of several
relatively low‐misfit models that lie along a line of
approximately constant h2 near the above value. It involves
steady state and transient viscosity values more than 10 times
greater than those of model U. Compared with model U it is
associated with similar NRMS in the later three time periods
but somewhat larger NRMS in the 2 weeks to 6 months
period (NRMS = 2.62 versus NRMS = 1.70 in model U).
The predictions of model U and this alternative model
and comparison with observed time series are shown in
Figure 10. In Figure 10, both observed and theoretical time
series are referenced to their respective average velocities in
the 5–9 years time interval; a baseline velocity shift has been
further added to the observed time series. The alternative
model yields roughly the same interval velocities as model
U beyond the first half year but generally cannot match the

Table 1. NRMS of Selected Models to Postseismic Velocity Data

Time Period
Null
Model

Uniform
Viscosity
Mantlea

Constant
Viscosity
Gradientb

Layered
Mantlec

Mantle
Lidd

Maxwell
Viscosity
Mantlee Johnson et al. [2007]f

2 weeks to 6 months 3.79 1.70 1.69 1.68 1.84 2.31 3.19
6 months to 1 year 2.37 1.65 1.62 1.62 1.71 1.49 1.99
1 year to 2 years 2.82 1.77 1.74 1.72 1.82 2.05 2.24
2 years to 5 years 3.42 2.45 2.46 2.45 2.49 3.16 2.78
2 weeks to 5 years 6.06 3.25 ‐ ‐ 3.32 4.49 4.34

aModel U, described in section 5.2 (plotted in Figure 8a).
bClass III model described in section 7.1 (plotted in Figure 8b).
cClass III model described in section 7.2 (plotted in Figure 8c).
dMantle lid model described in section 8.5 (plotted in Figure 8d).
eClass I model described in section 5.1.
fSouthern San Andreas fault model described in section 8.5.

Figure 6. NRMS (total) (equation (14)) of viscoelastic
relaxation models. The gradient and layered models are
those presented in sections 7.1 and 7.2, respectively. Hori-
zontal lines indicate the misfit associated with the given
model class assuming uniform viscosities in the respective
lower crust and upper mantle domains. Circles represent the
viscosity structure from inversions for depth‐dependent h1
with other parameters fixed. Squares represent the viscosity
structure (on model class III only) resulting from a grid
search for optimal mantle viscosity parameters including a
high‐viscosity mantle lid (see section 8.5).
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curvature of postseismic time series during the first half
year. If part of the motion in the earliest time period could be
ascribed to after slip, then this relatively high‐viscosity
model would be a plausible alternative to the chosen uniform‐
viscosity model.
[28] Additional searches with other trial values of m′ and

hc/h1 generally yield poorer fits to the data. For example, we
repeated the grid search with hc = ∞, i.e., the class II model,
and obtain the identical values for optimal h1 and h2 but with
slightly larger misfits of the horizontal data subsets relative
to class III (Figure 6). An F test using the class II and III
uniform‐viscosity models suggests that the addition of a
finite lower crust viscosity in the class III model is statisti-
cally significant at 74% confidence. This is a marginal
improvement and reflects the fact that the data set is likely
too short to detect much lower crust relaxation. Choosing
class III, the viscosity structure prescribed by model U
serves as a useful “uniform” reference model for the velocity
data considered in the present study.

6. Resolving Power of Postearthquake Data

[29] The interpretation of inferred viscosity structures
from inversions of postearthquake data should be based on
the formal resolving power of the data set. For this purpose,

using the data set of postearthquake deformation after the
1999 Hector Mine earthquake (section 2), we set up a
regularized inversion problem for depth‐dependent pertur-
bations in logarithmic steady state viscosity about a refer-
ence structure, employing a number of layers of uniform
thickness. Radially variable mantle viscosity is imple-
mented through perturbation theory in a series of definite
depth intervals. The layering is represented with radius
intervals {(r1

( j), r2
( j)), j = 1, 19}, each of thickness 10 km

spanning the range 30–220 km depth. We define p0 as the
uniform viscosity structure given by model U (section 5.2)
and pj as p0 modified for the perturbed viscosity profile
given by

�
ðjÞ
1 ðrÞ ¼

�uniform1 r > rðjÞ2 ;

1:1� �uniform1 rðjÞ2 � r > rðjÞ1 ;

�uniform1 r � rðjÞ1 ;

8><
>: ð15Þ

where h1
uniform is the mantle viscosity in model U.

[30] For a viscoelastic model v, recall that Dvmod
k (r̂n, l;v)

is the differenced model velocity field on v. Let p be the
profile of perturbed steady state viscosity parameterized as

ln �1ðrÞ ¼ ln �uniform1 þ
X
j

mj ln �ðjÞ1 ðrÞ � ln �uniform1

h i
; ð16Þ

Figure 7. The ctotal
2 misfit of horizontal velocity data with respect to class III Burgers body models with

various combinations of h1 and h2/h1. Results are shown for four different time intervals. Relaxed shear
modulus m′ = 0.5 × m1 and ratio hc/h1 = 7 are fixed in all models. Black triangle indicates the best fitting
model over all time intervals, with parameters h1 = 3.7 × 1018 Pa s, h2 = 1.0 × 1017 Pa s, m′ = 0.5 × m1 and
hc = 2.6 × 1019 Pa s = 7 × h1. Black square indicates alternative model with parameters h1 = 6.0 × 1019 Pa s,
h2 = 4.6 × 1018 Pa s, m′ = 0.5 × m1 and hc = 4.2 × 1020 Pa s = 7 × h1.
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where the {mj} are unknown parameters. The differenced
model velocity on p is then

Dvkmodðr̂n; l;pÞ ¼ Dvkmodðr̂n; l; p0Þ þ
X
j

mj � @�jDvkmodðr̂n; l; vÞjv¼p;

ð17Þ

where �j refers to logarithmic viscosity in the jth layer
and the Fréchet derivative is evaluated numerically, e.g., at
v = p0 it is

@�jDvkmodðr̂n; l; vÞjv¼p0
¼

Dvkmodðr̂n; l; pjÞ �Dvkmodðr̂n; l; p0Þ
h i

lnð1:1Þ :

ð18Þ

[31] As the results shall bear out, the number of indepen-
dent constraints on the steady state viscosity in the mantle is
between 1 and 2. Since the model space has 19 degrees of
freedom, it is necessary to regularize the inversion. We
choose to do this by damping the mean squared amplitude of
vertical viscosity variations with a damping weight b2, i.e.,

	2
X
j

m2
j : ð19Þ

This quantity is added to the misfit function ctotal
2 given in

equation (13).

[32] With the misfit function defined by equations (13)
and (19), the least squares solution of the inverse problem
for the model vector of viscosity perturbations m has the
form [Menke, 1989]

m ¼ GTC�1Gþ 	2I
	 
�1

GTC�1d; ð20Þ

whereG is the matrix of Fréchet derivatives and C is the data
covariance matrix. Since the Fréchet derivatives depend on
the model itself, the inverse problem solved by equation (20)
is nonlinear. Although an iterative approach is warranted for
nonlinear problems [e.g., Kaufmann and Lambeck, 2000;
Kendall and Mitrovica, 2007], we assume that the reference
structure (i.e., model U) is sufficiently close to the optimal
Burgers body model that linearity with respect to perturba-
tions in logarithmic viscosity is satisfied. That is,

@�jDvkmodðr̂n; l; vÞjv¼p
�∼ @�jDvkmodðr̂n; l; vÞjv¼p0

: ð21Þ

This approach is consistent with the small perturbations in
the derived models, and it is sufficient to demonstrate the
resolving power of the postearthquake data set. A case
involving a large viscosity perturbation (a strong mantle lid)
will be considered separately in section 8.5.
[33] We choose the damping constant given by 1/b = 0.2,

corresponding to an a priori standard error in logarithmic
viscosity of 0.2 in every layer. We find by trial and error that
this choice of 1/b is the smallest that can be made that keeps

Figure 8. Viscoelastic structure of selected models. (a) The uniform‐viscosity Burgers body model
derived in section 5.2 (model U, based on grid search presented in Figure 7). (b) The constant‐gradient
model derived in section 7.1 (class III model shown in Figure 13). (c) The layered model derived in section
7.2 (class III model shown in Figure 14). (d) The mantle lid model derived in section 8.5 (based on grid
search presented in Figure S6). In all cases, the dashed line indicates the transient mantle viscosity h2.
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resulting viscosity perturbations bounded below a factor of
two, i.e., |ln(h1) − ln h1

uniform| ⪅ 0.7. Smaller choices of 1/b
yield only slightly smaller residual variance at the expense
of large viscosity fluctuations with depth, which we deem
unrealistic.
[34] Evaluation of equation (20) using the approach of

singular value decomposition (SVD) [Menke, 1989] yields
the {mj} and hence the depth distribution of h1, the eigen-
values and eigenvectors of the SVD, and the model reso-
lution matrix. The latter is given by

R ¼ GTC�1Gþ 	2I
	 
�1

GTC�1G: ð22Þ

To evaluate the resolution, we restrict attention to the class III
model (i.e., Burgers body mantle rheology with a relaxing

lower crust) and consider viscosity structures in which the
steady state mantle viscosity h1 is permitted to vary with
depth, while all other viscoelastic parameters, h2, m2, m′, hc
(Figure 4), are fixed at the optimal values given in 5.2.
[35] The trace of the resolution matrix provides a measure

of the number of independent parameters resolved by the
data [Wiggins, 1972]. We find tr(R) = 1.6, so that the
postearthquake data set constrains at most two independent
constructs of mantle viscosity. Figure 11 shows the eigen-
value spectrum and eigenvectors of the SVD associated with
the two largest eigenvalues resulting from application to the
class III viscosity structure, and Figure 12 shows the model
resolution for input mantle viscosity variations in successive
10 km thick sections between 30 and 120 km depth. (In
these examples, we employ inversions that exclude the

Figure 9. Observed differenced horizontal velocity fields Dvobs
k , given by equation (8) and corrected for

a baseline shift of amount −vl(k)(r̂n) (equation (11)). Error ellipses are 95% confidence regions. Red vectors
are the corresponding predictions Dvmod

k of model U (section 5.2).
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Helmert transformation parameters (section 4) in order to
isolate the sensitivity to mantle layer parameters.) Only the
first two eigenvalues contribute substantially to the overall

solution, indicating that the best sensitivity is in the upper
∼20–30 km of the mantle (50–60 km depth). This is con-
firmed by the model resolution, which suggests that actual
vertical viscosity variations may be marginally resolved
down to ∼60 km depth. Results are not sensitive to the details
of the assumed rheological model. For example, qualitatively
similar results are obtained from the corresponding inversion
for class II mantle viscosity structure.

7. Depth‐Dependent Mantle Viscosity Structure

[36] The preceding methods are applied to infer the depth‐
dependent viscosity structure beneath the source region of
the 1999 Hector Mine earthquake using the postearthquake
data set described in section 2. We consider viscosity
structures in which the steady state mantle viscosity h1 is
permitted to vary with depth, while all other viscoelastic
parameters, h2, m2, m′, hc (Figure 4), are fixed at the optimal
values given in section 5.1 or 5.2, according to whether the
mantle rheology is Maxwell viscoelastic or a Burgers body.

7.1. Viscosity Gradient in the Mantle

[37] For all three model classes, we consider the case
where mantle viscosity is not uniform but rather has a
constant gradient with depth. To this end, let g be a vertical

Figure 11. (a) Eigenvalue spectrum of the singular value
decomposition for layered steady state mantle viscosity,
using the class III model. (b) Eigenvectors associated with
the two highest eigenvalues.

Figure 10. Time series of four sites (locations indicated in
Figure 9 and 18) plotted with 19 day moving averages of
observed time series. The observed time series have been
corrected for the baseline velocity shift in the 2 weeks to
5 years time interval (section 8.1). Red curves are the pre-
diction of model U (triangles in Figure 7), and blue curves are
the prediction of an alternative model (squares in Figure 7).
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gradient in logarithmic viscosity and define pg as the vis-
cosity profile given by

ln �1ðrÞ ¼ ln �1ðr0Þ � 
ðr � r0Þ; ð23Þ

where r0 = 6341 km is the Moho radius. The differenced
model velocity on pg is

Dvkmodðr̂n; l; p
Þ�∼Dvkmodðr̂n; l; p0Þ

þ
X
j

ln
�1ðr0Þ
�uniform1

� �
� 
ð�rj � r0Þ

� �

� @�jDvkmodðr̂n; l; vÞjv¼p0
; ð24Þ

where rj = (1/2)(r1
(j) + r2

( j) ).
[38] For each model class, the observed velocity fields are

inverted by least squares for optimal ln h1(r0) and g by
minimizing ctotal

2 (equation (13)). The resulting ln h1(r)
relative to ln h1

uniform are shown in Figure 13. Model class I
exhibits a decrease in mantle viscosity by a factor of ∼1.5

from the Moho to 220 km depth. The error bounds indicate
that at the 95% confidence level, the negative gradient with
depth (g = −0.0041 ± 0.0012/km) is significantly different
from zero. Similarly, the positive viscosity gradient for class
II (0.0061 ± 0.0014/km) is significantly different from zero.
However, the viscosity gradient is not significantly different
from zero for class III (0.0025 ± 0.0016/km). Since the class
II and III models differ only in the finiteness of lower crust
viscosity for class III, this indicates a trade‐off with the
lower crust viscosity.

7.2. Unrestricted Layering in Mantle Viscosity

[39] Since the model of a Maxwellian mantle (class I)
provides a relatively poor fit to the postseismic data
(Figure 6 and Table 1), we consider unrestricted layering
in mantle viscosity in the context of class II and III
models. Logarithmic mantle viscosity is parameterized with
equation (16) in 19 layers of uniform thickness between 30
and 220 km depth, and the solution for depth‐dependent
viscosity is given by equation (20).

Figure 12. Subset of the model resolution matrix for layered steady state mantle viscosity, using the
class III model. Each plot represents a row of the matrix R given by equation (22). The elements of
the matrix are depicted as inverted layer values (black curves) resulting from an input layer perturbation of
amplitude 0.5 in logarithmic viscosity (indicated in gray).
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[40] Estimated viscosity structures obtained from the in-
versions using Fréchet derivatives evaluated on model
classes II and III are shown in Figure 14. Both model
classes II and III show a similar tendency for reduced mantle
viscosity in the upper 10 km of the mantle, with an abrupt
viscosity increase in a 20 km thick layer in the underlying
mantle and uniform (and lower) viscosity below 70 km
depth. If real, these layered structures would suggest that the
gentle viscosity gradients estimated in the simpler models of
section 7.1 represent an average of alternating high‐ and
low‐viscosity layers in the upper ∼50 km of the mantle. The
data fit patterns in Figure 6 and Table 1 show that there is
little improvement in data fit between a model with uniform
viscosity or a constant viscosity gradient and one with
unrestricted layering. However, formal F tests [e.g.,
Bevington, 1969] would suggest that the significance of the
layered model over both the uniform‐viscosity and the vis-
cosity gradient model is nearly 100%. These significance

tests assume, based on the analysis of section 6, that the
layered model involves effectively two degrees of freedom.
Such significance tests are independent of the absolute
scaling of the data errors and therefore do not inform on
whether the inferred perturbations are significantly different
from zero. The perturbations associated with the layered
structures in Figure 14 are, at the 95% confidence level,
significantly different from zero only for the shallowest
mantle layer, that from 30–40 km depth. The discussion
below strongly suggests that those perturbations are strongly
dependent on the selection of data, so that the formal model
errors are only a rough guide.

8. Discussion

8.1. Time Dependence of Baseline Shift

[41] The baseline shift applied to the observed velocity
field for each time interval, derived from fitting the relaxa-

Figure 13. Depth‐dependent steady state viscosity ln h1(r) relative to uniform viscosity ln h1
uniform result-

ing from least squares inversion of the observed velocity field (Figure 1) using a linear gradient with depth
for logarithmic viscosity (equation (23)). Error bounds (±1 standard deviation about the plotted values)
are shown with adjacent gray lines.
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tion model, is given in Figure 3. As discussed in section 2,
baseline shifts of order 1–2 mm/yr are consistently seen in
the east component. They are much smaller in the north
component with the exception of the 2 weeks to 6 months
time interval, where the north component shift is 1.68 mm/yr.
The net baseline shift for that time interval acts, in particular,
to rotate observed south directed postseismic velocity vec-
tors in the northern part of the study area by ∼40° degrees
clockwise while preserving a net postseismic velocity of ∼2–
3 mm/yr (compare Figures 1 and 9). Although the origin of
this shift is uncertain, Figure 3 strongly suggests that it is
time dependent. This is verified by evaluating the model
U performance over the time interval 2 weeks to 5 years,
which spans all the time intervals represented in Figure 3.
The model fit is shown in Figure 15. The resulting baseline
velocity shift is (−0.4 mm/yr east, −0.2 mm/yr north),
showing that long‐term observational bias is smaller than
that over shorter time intervals.

8.2. Influence of Alternative Processes

[42] Sites within a fault length of the Hector Mine rupture
may be affected by other postseismic processes, chiefly
poroelastic (PE) rebound and after slip. These processes are
generally operating jointly with viscoelastic relaxation [e.g.,
Jónsson et al., 2003; Fialko, 2004; Savage et al., 2005; Freed
et al., 2006; Perfettini and Avouac, 2007; Jónsson, 2008;
Han and Stein, 2009; Hearn et al., 2009], and the question
arises as to the relative importance of these processes in a
particular tectonic setting, as well as their respective time
dependences. Under the supposition that far‐field sites are
affected predominantly by viscoelastic relaxation of the

lower crust and mantle, we repeat the preceding inversions
for layered mantle viscosity structure but exclude the near‐
field sites defined by Freed et al. [2007] (i.e., those less
than 50 km from the 1992 and 1999 ruptures). The results
(Figure 16) exhibit much smaller apparent variations in
viscosity with depth compared with the results that include
the near‐field sites (Figure 14). Although slightly reduced
viscosity from 30–40 km depth remains, there is no pro-
nounced low‐viscosity channel from 30–40 km depth,
indicating that the inference of such a feature in Figure 14
depends on the contributions of near‐field data, which are
likely to be sensitive to near‐field processes that we do not
account for.
[43] In order to test the potential impact of near‐field

processes on the postseismic deformation fields, we con-
struct simple models of them. For PE rebound, we assume
that postseismic deformation represents the transition for
undrained to drained conditions with associated reduction of
Poisson’s ratio n [Peltzer et al., 1998]. The differenced
coseismic displacement fields using the drained and
undrained values yields an estimate of the total available
contribution of PE rebound. For after slip, we construct a
model of unit right‐lateral slip distributed in the depth range
15–30 km beneath the Hector Mine coseismic rupture
planes. Comparison of either the PE or after slip models
with model U residuals in various time intervals (i.e., the
residuals resulting from the model presented in section 5.2
and Figure 9) yields the relative importance of either
process as a function of time. With a drained Poisson’s ratio
of 0.27, and with trial values over a wide range of undrained
n (representing effective time‐dependent Poisson’s ratio),

Figure 14. Same as Figure 13 but with unrestricted variation in depth‐dependent viscosity h1(r),
parameterized with 19 mantle layers (section 7.2).
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we find that there is negligible correlation of the PE defor-
mation fields with model U residuals and correspondingly
negligible improvement in NRMS.
[44] However, the after slip velocity field is moderately

correlated with the model U residuals in all but the latest
time period. Its coherence with the residual velocity field is
0.21 (2 weeks to 6 months), 0.48 (6 months to 1 year), 0.20
(1 year to 2 years), and 0.01 (2 years to 5 years). The after
slip rates which best fit the residuals are shown in Figure 17
together with NRMS of model U and model U appended
with after slip. The improvement in fit with inclusion of
after slip is statistically significant over all time intervals up
to 2 years, but especially during 6 months to 1 year. This

may indicate a real peak in after slip rate during this time
interval or, alternatively, an inaccurate rheology combined
with a monotonically decreasing after slip rate that mimics
the derived apparent after slip rate. Note that a very different
choice of viscosities, represented by the square symbols in
Figure 7, yields a better fit to the 6 months to 1 year velocity
field (NRMS = 1.55 versus NRMS = 1.65 for model U),
suggesting that a more complicated rheology such as the
VEVE model of Ivins [1996] or biviscous rheology in both
the lower crust and mantle may be needed to explain the
postseismic relaxation over the entire spectrum of times
considered.
[45] Since the baseline shift is so small for the 2 weeks to

5 years time interval (section 8.1), the pattern of residuals
may be interpreted with physical processes. NRMS using all
GPS sites is 3.25 and 2.97 with near‐field sites excluded,
showing that far‐field residuals are systematically smaller.
This is consistent with minor after slip over this time
interval, as suggested previously in Figure 17. The 2 weeks
to 5 years model fit in Figure 15a in the far field is com-
parable with that achieved by the Freed et al. [2007] vis-
coelastic relaxation model for the first 7 years (i.e., similar
unweighted root‐mean‐square misfit of order 1 mm/yr),
which considered only far‐field data.
[46] The formally large NRMS for all time periods con-

sidered is worse than that typically achieved by models of
interseismic deformation. This is likely due to the com-
plexity of postearthquake relaxation, which involves more
than one process with likely different time dependences.
Such large NRMS values, however, appear typical for
postearthquake relaxation studies [e.g., Hearn et al., 2009].
A possible bias in our NRMS may result from the
assumption of white noise used to derive the interval
velocity estimates in section 2. A velocity estimation pro-
cedure that involves correlated noise (e.g., fractal random
walk, flicker noise) yields standard deviations in interval
velocities up to 3–6 times larger than those resulting from
the assumption of white noise [Zhang et al., 1997]. NRMS
would be correspondingly reduced and may be closer to
unity than listed in Table 1.

8.3. Implications for Yucca Mountain Area

[47] The northern part of the study area encompasses the
Yucca Mountain area. Right‐lateral shear strain rates of
∼20 nanostrain (nstrain)/yr have been interpreted by
Wernicke et al. [2004] as indicative of about 1 mm/yr strain
accumulation on local strike‐slip faults, which would imply
a recurrence interval of a few thousands of years. Since the
observations of Wernicke et al. [2004] span the 4 years
following the 1999 Hector Mine earthquake, the question
arises as to how much of the active shear arises from lower
crust and mantle relaxation following the Hector Mine
earthquake.
[48] The curvature of observed time series in this region

(MERC and SMYC in Figure 10) during the first post-
seismic year cannot be explained by local processes [e.g.,
Hammond et al., 2010] and demand viscoelastic relaxation
of the lower crust and mantle. We find that the postseismic
velocity field is explained to a large extent by this relaxation
(Figure 18). The variance reduction of model U to the
observed velocity in the region (those sites north of 35.5°N)
is: 71% (2 weeks to 6 months), 31% (6 months to 1 year),

Figure 15. (a) Observed differenced horizontal velocity field
for the 2 weeks to 5 years time interval, given by equation (8)
and corrected for a baseline shift (equation (11)). Error ellipses
are 95% confidence regions. Red vectors are the corresponding
predictions ofmodelU (section 5.2). (b) Residual velocity field
(observed minus model velocity field).
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47% (1 year to 2 years), and 24% (2 years to 5 years).
Bearing in mind that our velocities (both observed and
modeled) are referenced to the respective velocities in the
5–9 year postseismic time interval, observed maximum
engineering shear strain rates in the Yucca Mountain area
decrease from ∼20 to 10 nstrain/yr during the first two
postseismic years; the model U decrease is from ∼20 to
5 nstrain/yr during the first 2 years. However, the azimuth of
the observed maximum shear differs typically by about 50°
from the corresponding model U orientations. Thus, while
model U predicts the observed velocities and strain rate
magnitudes in the Yucca Mountain region, it does not rep-
licate the azimuth of maximum shear. The inference of
tectonic strain not explicable with postearthquake relaxation
is consistent with a detailed study by Hammond et al.
[2010].

8.4. Remarks on Resolution of h1

[49] The model resolution suggests that details of mantle
viscosity structure are resolved on a vertical scale of ∼10–
20 km at depth ⪅ 60 km, but that deeper viscosity variations
are poorly resolved. This is supported by the fact that at
most two eigenvalues contribute significantly to the overall
solution for depth‐dependent logarithmic viscosity. The
eigenvectors associated with the two largest eigenvalues are
concentrated in the 30–80 km depth range in the mantle.
[50] We may test whether trade‐offs with other model

parameters affect the layered mantle viscosity structures
estimated for model classes II and III. In the context of the
layered model, we obtained the corresponding viscosity
structures resulting when depth‐dependent h1 is estimated
jointly with a depth‐independent perturbation in h2 and/or hc.

Resulting perturbations in these parameters are small (less
than 10%) and viscosity variations with depth differ negli-
gibly from those shown in Figure 14.
[51] For any of the gradient models of section 7.1 or

layered models of section 7.2, residual misfit is slightly
improved relative to a model of constant steady state
mantle viscosity (Figure 6). Formal F tests indicate that
within class III, a model with either a constant gradient in

Figure 16. Same as Figure 14, but observations are restricted to far‐field sites.

Figure 17. Best fitting time‐dependent after slip rate
(shaded region) in four postseismic time intervals, derived
from fitting model U residuals, and corresponding NRMS
without after slip (solid vertical line segments, identical to
model U entries in Table 1) and with after slip (dashed ver-
tical line segments). The rate is <0.01 m/yr in the 2–5 year
time interval.
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logarithmic viscosity or a multilayered mantle viscosity
structure (Figures 6 and 8) performs better than a model with
a constant mantle viscosity, i.e., model U, at nearly 100%
significance. However, after the absolute data errors are
propagated through the inversion procedure, the resulting
error bounds associated with these two models (Figures 13c,

14b, and 16b) imply that little or no variation in mantle
viscosity with depth is warranted by the data.

8.5. Alternative Viscoelastic Relaxation Models

[52] Applying a variation of the two‐dimensional Savage
and Prescott [1978] viscoelastic coupling model to the
interseismic velocity field and post‐Landers deformation
around the southern San Andreas fault, Johnson et al. [2007]
derived a viscoelastic stratification involving a relatively
high‐viscosity lower crust (15–30 km depth), high‐viscosity
uppermost mantle (i.e., strong mantle lid at 30–50 km
depth), and an underlying low‐viscosity mantle. Figure S6
shows the predicted horizontal velocity fields on the
Johnson et al. [2007] viscoelastic structure (presented in
their Figure 7). Since the model does not contain either a
weak lower crust or a transient mantle viscosity, predicted
velocities are much smaller than observed during the first
year. A possible way to remedy this would be to introduce
after slip during the first year. We find that 30 cm of after
slip distributed in the depth range 15–30 km beneath the
Hector Mine coseismic rupture planes is sufficient to
approximately match the horizontal displacement field
during the first year. However, such an after slip model
produces a vertical velocity pattern during the first 6 months
(Figure 2c) of much greater amplitude than that predicted
from postseismic relaxation on the Johnson et al. [2007]
model (Figure 2d) and that is anticorrelated with the
observed vertical velocity field (Figure 2a). The chief dif-
ferences of the Johnson et al. [2007] model with those of the
present study (e.g., model U) are the presence of a strong
mantle lid and lack of a transient viscosity. If both models
are appropriate for their respective study areas, then the
contrasting models imply considerable lateral variation in
depth‐dependent viscosity across southern California.
[53] In their study of the first 7 years of GPS data after the

Hector Mine earthquake, Freed et al. [2007] asserted that
the data require a strong mantle lid (the upper ∼10–20 km of
the mantle) underlain by a weak mantle. Our inversions for
layered structure, which do not exhibit relatively high vis-
cosity in the upper 10 km of the mantle, do not support this
claim (Figures 14 and 16). We further test the hypothesis of
a strong mantle lid by repeating the grid search of section
5.2 for best fitting h1 and ratio h2/h1 with the constraint
that h1 in the depth range 30–40 km be ten times greater
than that at greater depth. The results in Figure S7 are
consistent with optimal viscosity parameters h1 = 2.8 ×
1018 Pa s and h2 = 0.06 × h1 = 1.7 × 1017 Pa s (Figure 8d).
NRMS in specific time periods (Table 1), as well as overall
NRMS using this viscosity structure (squares in class III
results plotted in Figure 6), are worse than those of the
gradient model and layered viscosity model.

9. Conclusions

[54] We consider 9 years of crustal motions in southern
California following the 1999 Hector Mine earthquake in
order to constrain the mantle viscosity structure. SOPAC
time series provided by NASA’s REASON project are used
for this purpose. Previous work shows that the postseismic
crustal motions are dominated by viscoelastic relaxation of
the mantle. In order to explain the rapidly diminishing
amplitude of postseismic crustal velocity with time, effec-

Figure 18. Same as Figure 9 but replotted in the Yucca
Mountain region (location indicated with YM).
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tive mantle viscosity must increase with time [Pollitz et al.,
2001; Pollitz, 2003; Freed and Bürgmann, 2004]. This
property demands some form of transient rheology, e.g., a
nonlinear (stress and temperature‐dependent) rheology or a
linear rheology with more than one material relaxation time.
Following Pollitz [2003] we adopt the latter model and
represent the mantle rheology with a Jeffreys fluid (Burgers
body with equal transient and steady state rigidities). The
long time series in both horizontal and vertical motions
potentially constrain depth‐dependent steady state mantle
viscosity.
[55] A formal resolution analysis shows that at most two

independent constructs of steady state mantle viscosity may
be resolved by the postearthquake data set. Depth variations
in steady state viscosity can be resolved at a ∼10–20 km
scale down to at most ∼60 km depth, and resolution is poor
at greater depth.
[56] Even without considering the depth dependence,

precise details of the transient rheology are difficult to
extract from a data set limited to surface observations. In the
context of the Jeffreys fluid, a very different combination of
viscosities (approximately 10 times greater) fits the data set
almost as well as the those viscosities employed in our
analysis.
[57] Any of the models shown in Figure 8 provide a satis-

factory fit to the data. The two models of Figures 8b and 8c,
with depth‐dependent mantle viscosity, provide slightly
better fits than that of Figure 8a with uniform mantle vis-
cosity; the mantle lid model of Figure 8d performs worse. In
general, models involving either a simple linear gradient in
logarithmic steady state viscosity with depth or more general
layering suggest a weak viscosity increase with depth, but
such an increase is not significant at the level of two stan-
dard deviations in estimated vertical viscosity variation. The
lack of detectable viscosity variations with depth suggests
that the viscosity in the uppermost mantle may not exhibit
the temperature dependence predicted by laboratory mea-
surements and extrapolated to geologic strain rates [e.g.,
Thatcher and Pollitz, 2008, Figure 2]. This suggests a
counterbalancing role of additional factors such as grain size
or fugacities of interstitial or intracrystalline components.
For example, an increase in grain size with increasing depth
in the diffusion creep regime [e.g., Bürgmann and Dresen,
2008] would act to increase viscosity with increasing
depth deeper than 50 km and counterbalance the viscosity
decrease expected from the temperature increase with depth.
[58] Our analysis is generally applicable to other data sets

of postseismic relaxation. Other applications may have the
same limitations as the present study, e.g., the ambiguity
between viscoelastic relaxation and other postseismic pro-
cesses, the use of only surface observations, and the limited
time span of the observations. The latter point is particularly
important if the goal is to constrain “steady state” mantle
viscosity, for which a 9 year long record is probably too
short. On the other hand, resolution may be improved in
other cases where more vertical constraints (such as InSAR)
are available.
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